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#### Abstract

Mathematics and science course graduation requirement (CGR) increases in the 1980s and 1990s might have had both intended and unintended consequences. Using logistic regression with Census and American Community Survey (ACS) data ( $n=2,892,444$ ), we modeled CGR exposure on (a) high school dropout, (b) beginning college, and (c) obtaining any college degree. Possible between-groups differences were also assessed. We found that higher CGRs were associated with higher odds to drop out of high school, but results for the college-level outcomes varied by group. Some were less likely to enroll, whereas others who began college were more likely to obtain a degree. Increased high school dropout was consistent across the population, but some potential benefit was also observed, primarily for those reporting Hispanic ethnicity.
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## Background

Building on state standards-based policies of the past three decades, the Common Core State Standards and the National Research Council's (2011) Framework for K-12 Science Education provide guidelines for the mathematics, science, and engineering ideas and practices that all students should learn and be familiar with at the completion of high school. These guidelines call for changes in mathematics and science curricula and upgrades in high school mathematics and science course graduation requirements (CGRs). Forty-five states and the District of Columbia have adopted the Common Core Standards in mathematics, but many of these states have yet to move from curricular guidelines to actually mandating higher standards in the form of CGRs; only 11 of the Common Core states were classified as having aligned high school CGRs in mathematics, which calls for coursework including Algebra II/Integrated Math III plus an additional course (The Center for Public Education, \& Change the Equation, 2013).

Research on the impact of these changes has been mixed. Allensworth, Nomi, Montgomery, and Lee (2009) evaluated the effects of Chicago Public Schools requiring Algebra I as a
ninth-grade course, finding reduced differences in ninth-grade coursework by race/ethnicity and that credits earned in ninth grade mathematics increased. Their other findings were not as positive, including higher failure rates, grade reductions, and no change in test scores. In a related study, Nomi (2012) examined the Algebra-for-All policy in the Chicago Public Schools and found that schools developed more mixed-ability classrooms by eliminating remedial coursework when implementing algebra courses. Again, not all findings were positive; peer skill levels declined for high skill students, and as a result their test scores decreased. These studies examined both the intended and unintended consequences of a graduation requirement upgrade in mathematics at the school district level.

Surprisingly, studies of the impact of science and mathematics education in tandem are rarely done (Heck, 1998; Tate \& Malancharuvil-Berkes, 2006), despite the longstanding push in both fields to upgrade state CGRs and the heavy emphasis on

[^0]science, technology, engineering, and mathematics (STEM) education in public policy (National Research Council, 2007). Furthermore, few researchers have examined the intended and unintended consequences (e.g., school dropout) of mandated, state-wide increases in mathematics and science CGRs. For example, studies of the National Science Foundation's Statewide Systemic Initiatives have informed the STEM education literature, but these have rarely focused on the unintended consequences of state science and mathematics curriculum or graduation requirement mandates (Webb, Kane, Kaufman, \& Yang, 2001; Zucker, Blank, \& Gross, 1995). This raises important social justice issues. State-wide mandates could disadvantage some students in the short term, especially those from resource-poor districts that may struggle to implement largescale curricular changes.

However, limited evaluation of these policies has not been an obstacle to further reform. For example, Arizona, Minnesota, North Carolina, Ohio, and Tennessee have made Algebra II a high school graduation requirement even as Florida has removed Algebra II as a requirement for the high school diploma, and Texas has a house bill calling for similar change (Robelen, 2013). Because research to date has not included all relevant information, it is feasible to inform current policy debates with evidence from past practices. Historical data can provide needed insight on both the intended and unintended consequences of increasing mathematics and science CGRs at the state level.

## Reforms in Response to A Nation at Risk

In 1981, the Reagan administration's Secretary of Education T. H. Bell established the National Commission on Excellence in Education (NCEE, 1983) to "define the problems afflicting American education and to provide solutions" (p. iii). One of the NCEE's charges included studying the relationship between requirements for college admission and student achievement during high school. In their report, A Nation at Risk: The Imperative for Educational Reform, the NCEE described a number of risk factors related to high school mathematics and science education. For example, only a third of 17-year-olds in the United States could solve multiple-step mathematics problems on national assessments and science achievement trends for 17-year-olds were also on the decline. Additionally, in the period from 1975 to 1980, public 4 -year colleges experienced a $72 \%$ increase in remedial mathematics courses, which constituted one-quarter of all mathematics offerings taught in these institutions (NCEE, 1983).

The NCEE was also dissatisfied with the rate at which students were migrating from college preparatory programs to general track coursework. They reported that an estimated one-fourth of credits earned by students classified in the general track were in physical and health education, work study, remedial English and mathematics, and personal service and development courses. Another concern was the extensive individual choice allowed in selecting high school coursework, which the commission labeled "cafeteriastyle curriculum management," in which "appetizers and desserts can easily be mistaken for main courses" (p. 18), that resulted in students opting out of college preparatory mathematics and science courses. The NCEE concluded that lax high school graduation requirements communicated lowered expectations to
students, a problem that was contributing to the "disturbing inadequacies" of the American education system (NCEE, 1983).

Within a year of the commission's report, 26 states had raised their graduation requirements and many of the rest were considering a change (Kornhaber \& Orfield, 2001). From 1980 to 1989, 42 states increased high school graduation requirements in mathematics, science, or both (Center for Policy Research in Education, 1989). These changes were in response to calls for more cognitively demanding high school coursework in support of improved achievement and, in theory, to better prepare high school students for the demands of college (Tate, 2006). This thinking has been supported by research; for example, mathematics achievement scores are associated with the number of mathematics courses taken and the amount of time spent studying advanced mathematics (Miller, 1997; Noble \& Schnelker, 2007; Secada, 1992; Tate, 1997). Similarly, Perkins, Kleiner, Roey, and Brown (2004) reported a positive relationship between secondary science and mathematics coursework and National Assessment of Educational Progress (NAEP) achievement outcomes.

## The Effect of Mandated Mathematics and Science CGRs

That there is positive impact of rigorous coursework when chosen by students is not controversial, but there has been ongoing debate over the effects of requiring a more difficult high school curriculum for everyone. Some have argued that requiring more demanding mathematics and science coursework for all high school students provides students with greater access and opportunity to learn cognitively challenging content aligned with college readiness (ACT, 2006; National Research Council, 2011). However, other scholars propose that more challenging graduation requirements might promote increased high school dropout (Center for Policy Research in Education, 1989; Tate, Jones, Thorne-Wallington, \& Hogrebe, 2012).

These are important considerations, as education has a broad impact on both individuals and society. For example, better health has been linked to higher educational attainment (Freudenberg \& Ruglis, 2007), and high dropout rates have been linked to increased public assistance use (Waldfogel, Garfinkel, \& Kelly, 2007) and higher crime (Lochner \& Moretti, 2001). Furthermore, with respect to STEM policy specifically, Tate et al. (2012) argued that dropping out of school is a major threat to science and mathematics learning and college readiness, which they labeled the "empty seat" problem, wherein if the seat is empty there can be no mathematics and science learning by default. It is in this context that we seek to better understand the connection between state-mandated mathematics and science CGRs, high school dropout, and college attainment. By examining the impact of state-mandated mathematics and science CGRs in tandem, we anticipate making a unique contribution to current STEM education policy discussions.

To our knowledge, there have been no prior studies investigating state-mandated mathematics and science CGRs in tandem, and only a few others looking at these policies more generally. Of these, some specifically examined state requirements, whereas in others it was unclear whether CGRs were based at the state or local district level. Given this range of outcomes, methodologies have differed and results have been mixed.

Lillard and DeCicca (2001) examined the relationship between total CGRs across all subjects and high school dropout using both aggregate and individual-level data, finding a strong association. Their aggregate data were based on a variety of sources, whereas their individual-level analyses utilized the High School and Beyond (HSB) and National Educational Longitudinal Survey of 1988 (NELS:88); the original administrations and the first and second follow-ups of each were used. Using individuallevel data, Hoffer (1997) examined mathematics CGRs by comparing schools with a three-course requirement to those that required two using the second follow-up of the NELS:88 and found no impact on graduation rates. Two other studies with similar methodology used aggregate state-level data to assess the impact of mathematics requirements in the context of content standards on a variety of outcomes, including high school graduation and college enrollment rates; both suggested that higher mathematics CGRs were associated with decreased high school graduation rates (Daun-Barnett \& St. John, 2012; St. John, 2006). Findings for other outcomes were mixed; the earlier analysis suggested that there was not an association for going on to college (St. John, 2006), whereas the later study suggested that college enrollment increased (Daun-Barnett \& St. John, 2012).

An extensive literature has examined the degree to which precollegiate indicators such as high school grades and standardized admissions test scores (ACT or SAT) predict grade point averages among college freshmen (Beatty, Greenwood, \& Linn, 1999). Zwick and Sklar (2005) further demonstrated that precollegiate indicators also have value in predicting college graduation: Better high school grades and SAT scores were associated with a higher probability of obtaining a college degree. Similarly, work by Nicholls, Wolfe, Besterfield-Sacre, and Shuman (2010) suggest that the probability of earning an undergraduate STEM degree can be determined using data on eighth-grade coursework and standardized test scores from high school.

We seek to extend this literature by examining both the unintended and intended effects of required state-wide STEM coursework in the form of science and mathematics CGRs that were mandated across the United States from the mid-1980s to the mid-1990s after the NCEE report. To this end, we examined three educational attainment outcomes: (a) dropping out of high school, (b) beginning college but not necessarily completing a degree, and (c) obtaining any college degree after having begun college.

Past research on mathematics CGRs provides a rationale for and justifies our work but was also limited in several ways. Most importantly, previous work focused on mathematics requirements, which does not necessarily speak to STEM policy more generally. Studies using aggregated data also have limited ability to assess differential impact on the basis of gender or race/ethnicity, an important consideration considering the indiscriminate impact of policy mandates. Additionally, it was not always clear when a state or local requirement was assessed in past research. For example, the NELS:88 does report whether there was a course requirement for respondents, but the school administrator questionnaire used to assess that information did not specify whether the requirement was state or local (National Center for Education Statistics, 1991).

Using individual-level data allowed us to investigate several factors that potentially influence how CGRs affected educational attainment. These included individual characteristics,
such as sex and race/ethnicity, and several environmental factors. State-level income disparity and citizen political ideology were included in all models; our high school dropout analysis additionally controlled for the impact of state-mandated exit exams, and analyses for our college-level outcomes included the average cost of a 4-year public college and the amount of state-funded need-based aid. In addition to our main analyses, we also explore additional covariates in a series of confirmatory analyses using a second data set.

The changes in CGRs in response to $A$ Nation at Risk differed between states and were often incremental within states over time, allowing for comparisons based both on whether there was a statewide mandate and also by the size of the requirement (e.g., two vs. six courses). These incremental differences both within and between states and across time form the basis of a natural experiment that allows us to assess the impact of changing statemandated mathematics and science CGRs.

## Method

## Source Data

The sample for the main analyses was obtained from the Integrated Public Use Microdata Series site (Ruggles et al., 2010) using the 1990 and 2000 decennial Censuses and the 20012011 waves of the ACS, a yearly survey administered by the U.S. Census Bureau that is sampled from the same inventory of known living quarters as the decennial Census (U.S. Census Bureau, 2009). These data were combined and then restricted to the graduation years 1980 to 1999, which we estimated by adding 18 to each respondent's year of birth. In effect, this created repeated cross-sections based both on Census/ACS wave (i.e., 1990, 2000-2001) and imputed graduation year (1980-1999). Individuals from states that never mandated math and science CGR were excluded, as were those who immigrated to the United States after age 8. We also restricted our analyses to those who had at least begun high school since we were investigating the impact of policy affecting coursework taken at that level. To focus on the period of change and to limit the impact of possible extraneous factors, we further restricted the sample to a 2 -year window extending from 2 years before to 2 years after the policy change in each state, which restricted the period of analysis from 1983 to 1999 . Focusing on periods of policy variation, both to limit the impact of reduced within-state variation over time and to seek out comparable controls, is a strategy common to our analytic method (Bertrand, Duflo, \& Mullainathan, 2002; Meyer, 1995).

The ACS and Census do not retrospectively track where an individual resided when they were of high school age, which required that we estimate CGR exposure. We did this both for the full sample and for a subset that was less likely to have migrated between states. Analyses of the full sample ( $n=$ $2,892,444$ ) assigned exposure based solely on the state in which an individual resided at the time of census/survey. The subsample was more restrictive and consisted of those whose state of residence was the same as their state of birth, which we labeled "likely nonmovers" ( $n=1,837,119$ ). Unlike the full sample, likely nonmovers are not representative of the general population, but those who live in the state in which they were born are
much less likely to have migrated between states. Migration has been declining across demographic groups in the United States since the 1980s, but still remains correlated with several relevant factors, such as age and education (Molloy, Smith, \& Wozniak, 2011). The two populations thus represent a potential tradeoff between generalizability and degree of confidence in determining policy exposure; we explore these differences in the Results section.

## Outcome Measures and Covariates

Our main outcome measures were three variables constructed from the educational attainment item in the Census/ACS. The first, "high school dropout," was based on having reported starting high school, but having failed to earn a diploma or GED. This is based on high school "completion" rather than "graduation" due to inclusion of GED recipients (Heckman \& LaFontaine, 2010). The second outcome, "college enrollment," was based on indicating having taken any college coursework, irrespective of receiving a degree, while the third, "any college degree," indicated that an associate degree or higher had been completed. Individuals who were still attending high school were excluded from the high school dropout analyses. High school dropouts were excluded from analyses of college enrollment, and the "any college degree" analyses were limited to those who had at least begun college.

We included several state-level variables based on imputed graduation year. Each state's Gini coefficient, a measure of income disparity (University of Texas Inequality Project, 2012), was used in all models to control for the impact of socioeconomic factors that might have affected educational outcomes when each respondent was of high school age (instead of, for example, using income or poverty status as assessed later by the Census or ACS, as income later in life would be directly related to earlier education and could potentially confound our analyses). A measure of citizen political ideology developed by Berry, Ringquist, Fording, and Hanson (1998) was also included in all analyses to model differences in political climate that could potentially affect policy adoption and funding. Additional statelevel covariates varied depending on the outcome: Analysis of high school dropout included a dummy variable denoting whether a state mandated an exit exam to receive a diploma, and our college-level analyses included the average cost of a 4-year public college and amount of state-funded need-based aid. Some states changed their exit exam requirements during this period (Kober et al., 2006), and it has been used as a covariate in previous CGR research (e.g., Lillard \& DeCicca, 2001). College cost and state-funded need-based aid have both been found to be strongly associated with college-level outcomes in previous research (Heller, 1997). State need-based aid data were obtained from various years of the Digest of Education Statistics (Snyder \& Hoffman, 1991a, 2002). Average cost was calculated for each state and year combination using the Enrollments and Institutional Characteristics surveys of the Integrated Postsecondary Education Data System (National Center for Education Statistics, 2013) and checked against published data when available (e.g., Snyder \& Hoffman, 1991b). Preliminary models assessed average cost for both 4- and 2-year colleges;
there were no major differences between the two, and average 4 -year college cost was included in final analyses. In all models, race/ethnicity was coded as non-Hispanic White, non-Hispanic Black, Hispanic, and other, with the final category excluded from stratified analyses due to high within-group heterogeneity. Additional covariates included dummy variables for state, imputed graduation year, Census/ACS wave, and sex.

## Graduation Requirement Exposure Coding

We obtained state mathematics and science CGR data for the graduation years 1980 to 1999 from the Educational Commission of the States (ECS), a nonprofit organization that tracks education policy (Education Commission of the States, 2012). During this period, six states never instituted statewide mathematics and science CGRs (Colorado, Iowa, Massachusetts, Michigan, Nebraska, and Wyoming); individuals from those states were excluded from our analyses. Another eight began without a statewide CGR but adopted one during the period and were included. Most states had separate mathematics and science CGRs, whereas others required a total number of courses combined from the two subjects; a total combined mathematics and science CGR was calculated for all states and years during this period and was the value used in our analyses. CGRs ranged from zero (no mandated statewide CGR) to six courses, with multiple values possible for states at different times due to incremental policy changes. Figure 1 graphically depicts these changes over time, and Table S1 (available on the journal website) lists the number of states that exhibited each level of CGR at least once during this period. Preliminary analyses assessed both categorical and interval-scale coding specifications for the policy exposure variable; results did not differ substantially between specifications, and there were no obvious nonlinear relationships based on threshold of exposure. To aid in interpretation, a 0-6 interval scale was used in subsequent analyses, in which response to CGR changes was modeled to change at a constant rate for each level of exposure. Additionally, although several of our college-level conditional analyses featured smaller sample sizes, the impact of a specific threshold of exposure did not substantively change.

## Statistical Methods

Our analytic method is a variation of the "difference-indifferences" approach, which models exposure to a policy change by comparing pre- and postintervention differences in an outcome for affected groups to those for unexposed comparison groups (Wooldridge, 2010). A fixed-effects regression model was used, allowing intercepts to differ both between groups and across time periods to control for unobserved time-invariant heterogeneity (Allison, 2009; Wooldridge, 2010). In addition to performing full-sample analyses, we also ran a series of analyses conditioned on sex and race/ethnicity to investigate possible differences in estimates between demographic groups.

Logistic regression was used for all analyses to estimate the probability of the three educational attainment outcomes based on exposure to mandated state mathematics and science CGRs. The basic structure of the regression models was:


FIGURE 1. State mathematics and science CGRs, combined, for the years 1980, 1990 and 1999
State mathematics and science CGRs, combined, for the years 1980, 1990, and 1999. States without shading did not have a mandated statewide requirement, while the darkest shade of gray denotes a requirement of six courses; those states without a requirement by 1999 were excluded from our analyses.

$$
Y_{i s t}=A_{s}+B_{t}+\beta_{1} X_{1 i s t}+\ldots+\beta_{n} X_{n i s t}+\beta \text { GRADREQ } Q_{s t}+\epsilon_{\text {ist }}
$$

where $Y_{\text {ist }}$ is an educational attainment outcome (e.g., high school dropout status) for $i$ individual in $s$ state in $t$ graduation year; $A_{s}$ and $B_{t}$ are the fixed effects for states and graduation years, respectively; $X_{1}$ through $X_{n}$ represent the covariates for each individual, whereas GRADREQ is the CGR for each state and graduation year. This is the coefficient of interest in our analyses, which allow us to take advantage of incremental changes in CGRs to estimate an average effect over time while controlling for time and state-invariant factors.

## Confirmatory Analyses

Although our main analyses were designed to assess outcomes related to policy exposure over time, they were also limited in several ways. The Census and ACS assess current status at the time of survey, even though characteristics at the time of exposureat high school age, which was likely years earlier-are more useful. We also estimate CGR exposure in our main analyses, which at best introduces random measurement error and at worst could lead to spurious associations if between-state migration is linked to one of the educational attainment outcomes (Grucza et al., 2012, 2013; Plunk, Cavazos-Rehg, Bierut, \& Grucza, 2013). We address these issues two ways.

First, we assessed past migration for both our full sample and for likely nonmovers. Second, we conducted a series of secondary analyses to assess the contemporaneous impact of CGR changes, in contrast to our retrospective main analyses. We performed these secondary analyses to (i) verify findings from our main Census/ACS analyses using other data, (ii) validate our method of policy exposure by using data for which we did not have to estimate exposure, and (iii) assess how other factors not available in Census/ACS data might affect how CGR exposure impacts educational attainment. To do this we created a repeated cross-sectional data set from the 1986-2000 March Supplements of the Current Population Survey (CPS) obtained from the Integrated Public Use Microdata Series (King et al., 2010). In addition to the inclusion criteria used in our main analyses, these data were restricted to $18-19$-year-olds in each CPS wave who had been exposed to a CGR change, starting in 1996 because that was the first year the school attendance item was available. This allowed us to assess the impact of the changes as they were
occurring and without having to estimate where respondents resided. Our outcome was high school dropout, which we determined based on respondents indicating that they had not completed high school and were no longer in school, at age 18 and 19. These analyses featured additional covariates, as we had more information about respondents when they were exposed. We included additional dummy variables for socioeconomic indicators, such as poverty status and maternal education, which in past research have been predictive of high school dropout (Oreopoulos, Page, \& Stevens, 2006; Pong \& Ju, 2000). These variables were not available for all CPS respondents, and it is possible that restricting the sample by conditioning on them introduces some selection bias (Oreopoulos et al., 2006). We chose to include only maternal education, rather than also requiring paternal education, as a much larger proportion of respondents had complete data for that item ( $n=11,950$ ).

All analyses were performed using version 2.15 .2 of the statistical language R ( R Development Core Team, 2012). The survey package in $R$ was also used (Lumley, 2012). Two-way clusterrobust standard errors, used to adjust for correlation of observations both within state and time (Petersen, 2009), were obtained in all analyses using $R$ code based on the work of Arai (2009).

## Results

## Sample Description

Table 1 compares the full sample to likely nonmovers on several demographic variables. A greater proportion of likely nonmovers displayed lower educational attainment and were Black or Hispanic, compared to the full sample. The distribution of mathematics and science CGRs and mandated exit exams were similar, ${ }^{1}$ and the proportion of men and women did not differ between the two; likewise, the mean age (33) and age range (1940) were the same, as was the imputed graduation year mean (1988) and range (1983-1999). Ranges for the citizen political ideology, income disparity, average 4 -year college cost, and statefunded need-based aid covariates were identical between samples. Mean values were also similar, but likely nonmovers exhibited higher amounts of state-funded need-based aid on average.

Percentages for the three educational attainment outcomes by CGR for the full sample can be seen in Table 2 (see Table S2, available on the journal website, for likely nonmovers). There was a general trend for the high school dropout rate to increase

Table 1
Demographic Characteristics by Sample Subset

|  | Full Sample |  | Likely Nonmovers |  |
| :---: | :---: | :---: | :---: | :---: |
|  | n | \% | n | \% |
| Sample size | 2,892,444 | 100.00 | 1,837,119 | 100.00 |
| Educational attainment |  |  |  |  |
| No high school diploma | 291,022 | 10.06 | 208,671 | 11.36 |
| High school diploma/GED | 862,010 | 29.80 | 602,787 | 32.81 |
| Some college, no degree | 770,759 | 26.65 | 489,055 | 26.62 |
| Associate degree | 255,626 | 8.84 | 164,750 | 8.97 |
| Bachelor degree | 507,277 | 17.54 | 274,973 | 14.97 |
| Graduate degree | 205,750 | 7.11 | 96,883 | 5.27 |
| Race/ethnicity |  |  |  |  |
| White | 2,260,017 | 78.14 | 1,406,165 | 76.54 |
| Black | 361,695 | 12.50 | 252,475 | 13.74 |
| Hispanic | 270,732 | 9.36 | 178,479 | 9.72 |
| Sex |  |  |  |  |
| Men | 1,473,437 | 50.94 | 940,914 | 51.22 |
| Women | 1,419,007 | 49.06 | 896,205 | 48.78 |
| Education policy variables |  |  |  |  |
| Math and science graduation requirement |  |  |  |  |
| NA | 294,604 | 10.19 | 182,297 | 9.92 |
| Two courses | 491,186 | 16.98 | 326,941 | 17.80 |
| Three courses | 313,198 | 10.83 | 209,189 | 11.39 |
| Four courses | 1,197,708 | 41.41 | 757,896 | 41.25 |
| Five courses | 335,524 | 11.60 | 208,228 | 11.33 |
| Six courses | 260,224 | 9.00 | 152,568 | 8.30 |
| Mandatory exit exam | 280,183 | 9.69 | 169,473 | 9.22 |
| Mean average 4-year college cost |  | \$1,642 |  | \$1,685 |
| Mean state-funded need-based aid |  | \$76,040 |  | \$88,060 |
| Other state-level covariates |  |  |  |  |
| Mean political ideology |  | 49.10 |  | 49.91 |
| Mean income disparity |  | 0.40 |  | 0.40 |

Note. These data are based on the 1990 and 2000 Censuses and the 2001 to 2011 American Community Survey. "Likely nonmovers" are those who, when surveyed, lived in the same state in which they were born. State-funded need-based aid is reported in thousands.
as states required more mathematics and science coursework, although this varied by demographic group-those reporting Hispanic ethnicity were the only group that did not exhibit their highest dropout rates for the highest CGR. There were also large between-groups differences in magnitude, with Blacks and Hispanics dropping out at over twice the rate of Whites. These differences persisted for the other two outcomes; Whites in our sample who began college completed a degree $58.2 \%$ of the time, whereas Blacks and Hispanics completed a college degree at $43.5 \%$ and $45.1 \%$, respectively (Table 2). The impact of increasing CGRs was less pronounced on enrolling in college and completing a college degree, although between-groups differences in magnitude remained (Table 2 and Table S2, available on the journal website).

## High School Dropout

Results predicting high school dropout from mandated statewide mathematics and science CGRs are summarized in Table 3,
both for the full sample and for likely nonmovers. Table 3 also focuses on the CGR estimates broken down by demographic group and reports the change in predicted probability of dropping out of high school for those exposed to the highest CGR relative to the average for each group; estimates for other covariates in the model are included in Table S2 (available on the journal website).

Exposure to the highest CGR (six courses) was associated with a 0.82 percentage point increase in the probability of dropping out of high school in the full sample ( $b=0.015, S E=0.004$, $p<.001$ ) and a 1.07 increase for likely nonmovers ( $b=0.017$, $S E=0.0046, p<.001)$. In conditional analyses, Black and Hispanic men saw the greatest increases in their probability to drop out of high school, increasing by 1.88 and 2.58 percentage points, respectively, for those exposed to the highest CGR ( $b=$ $0.018, S E=0.007, p=.018 ; b=0.025, S E=0.005, p<.001)$.

We also observed significant associations when assessing the contemporaneous impact of CGR changes on high school dropouts in our secondary analyses with CPS data. Using the same

Table 2
Educational Attainment Outcome Rates by Demographic Group and Combined Math and Science Course Graduation Requirement, Full Sample


Note. Percentages are based on the 1990 and 2000 Censuses and the 2001 to 2011 American Community Surveys ( $n=2,892,444$ ).
covariates as in our main analyses, exposure to the highest CGR was associated with a 9.91 percentage point increase in the probability of dropping out of high school, compared to those without a CGR ( $b=0.125, S E=0.047, p=.008$; Table S4, available on the journal website). Additional covariates used in these analyses did not have a large impact on the CGR estimate.

## College Enrollment and Degree Completion

Analyses predicting the probability of college enrollment based on exposure to state mathematics and science CGRs did not demonstrate significant associations for the full sample nor for likely nonmovers until conditional analyses were performed, when some subgroups were less likely to go on to college when exposed to higher CGR. Black women and Hispanic men and women (both together and when analyzed separately) exhibited significant associations across both sample subsets. We noted the largest impact for likely nonmover Hispanic men and women, for whom the probability of going to college decreased with
exposure to the highest CGR by 5.21 and 3.32 percentage points, respectively ( $b=-0.035, S E=0.013, p=.008 ; b=$ $-0.024, S E=0.010, p=0.022$; Table 4 and Table S5, available on the journal website).

The any college degree analyses yielded a significant association for the full sample, for whom the probability of completing a degree for those exposed to the highest CGR increased by 0.42 percentage points ( $b=0.003, S E=0.001, p=.047$ ), but not for likely nonmovers $(b=0.003, S E=0.002, p=.162$; Table 4 and Table S6, available on the journal website). Results for conditional analyses varied greatly by sample subset. In the full sample, White men were the only demographic group to yield a significant association, but the size of the effect was small ( $b=$ $0.004, S E=0.001, p<.001$ ). The likely nonmover subset exhibited a similar pattern as the college enrollment analyses. There was a significant association for Blacks that persisted when conditioning for Black women, for whom the probability of completing a degree increased by 2.87 percentage points when exposed to the highest CGR $(b=0.020, S E=0.009, p=.037)$

Table 3
High School Dropout by Math and Science Course Graduation Requirement

|  | Full Sample |  |  |  | Likely Nonmovers |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | b | SE | n | $\Delta P$ | b | SE | $n$ | $\Delta P$ |
| All respondents | $0.0146^{* * *}$ | 0.0041 | 2,892,444 | 0.82 | $0.0170^{\star * *}$ | 0.0046 | 1,837,119 | 1.07 |
| Conditioned on sex |  |  |  |  |  |  |  |  |
| Men | 0.0149*** | 0.0042 | 1,419,007 | 0.94 | $0.0173^{* * *}$ | 0.0053 | 896,205 | 1.23 |
| Women | 0.0144** | 0.0061 | 1,473,437 | 0.71 | 0.0168** | 0.0062 | 940,914 | 0.91 |
| Conditioned on race/ethnicity |  |  |  |  |  |  |  |  |
| White | $0.0169^{* * *}$ | 0.0046 | 2,260,017 | 0.79 | $0.0177^{* * *}$ | 0.0054 | 1,406,165 | 0.92 |
| Black | 0.0022 | 0.0035 | 361,695 | 0.18 | 0.0066 | 0.0051 | 252,475 | 0.62 |
| Hispanic | 0.0099 | 0.0065 | 270,732 | 0.88 | 0.0136* | 0.0068 | 178,479 | 1.23 |
| Conditioned on sex and race/ethnicity |  |  |  |  |  |  |  |  |
| White men | 0.0138** | 0.0049 | 1,120,000 | 0.73 | 0.0124* | 0.0056 | 695,913 | 0.74 |
| White women | $0.0212^{* *}$ | 0.0069 | 1,140,017 | 0.86 | $0.0252^{* * *}$ | 0.0075 | 710,252 | 1.14 |
| Black men | 0.0080 | 0.0053 | 167,137 | 0.75 | 0.0176* | 0.0074 | 113,989 | 1.88 |
| Black women | -0.0034 | 0.0050 | 194,558 | -0.24 | -0.0045 | 0.0056 | 138,486 | -0.36 |
| Hispanic men | 0.0140* | 0.0056 | 131,870 | 1.38 | $0.0252^{* * *}$ | 0.0047 | 86,303 | 2.58 |
| Hispanic women | 0.0045 | 0.0099 | 138,862 | 0.35 | -0.0001 | 0.0154 | 92,176 | -0.01 |

Note. Only individuals who at least began high school were included in these analyses, which are based on the 1990 and 2000 Census and the 2001 to 2011 American Community Survey. "Likely nonmovers" differ by generalizability and propensity for between-state migration and are those who, when surveyed, lived in the same state in which they were born; "full sample" is the broader sample with exposure determined only by state of residence at the time of survey. $\Delta P$ is the change in predicted probability of dropping out of high school for those with the highest CGR, expressed as a change in percentage points.
${ }^{\dagger} p<.10 .{ }^{*} p<.05 .{ }^{* *} p<.01$. ${ }^{* *} p<.001$.
and for Hispanics that persisted when conditioning for Hispanic men, for whom the probability of completing a college degree increased by 6.36 percentage points $(b=0.043, S E=0.020$, $p=.031$ ).

## Cross-State Migration

We assessed past migration to quantify the degree to which we could be assigning incorrect CGR exposure because of a change in state of residence. The Census and ACS track migration differently; both ask where an individual lived at a time in the past, with the Census asking where each person lived 5 years prior, whereas the ACS asks where respondents lived 1 year ago. The Census-derived portion exhibited past 5-year migration rates of $14.05 \%$ for the full sample, whereas likely nonmovers migrated at $3.73 \%$; past-year migration for the ACS-derived full sample was $3.83 \%$; likely nonmovers were $1.32 \%$ (Table S7, available on the journal website).

## Conclusion

## Summary of Findings

We found that individuals who were exposed to higher CGRs were more likely to drop out of high school. Findings for this outcome were robust and consistent in both our main analyses and when using a second dataset less prone to measurement error and that allowed us to assess individual-level factors unavailable using Census/ACS data. We did not observe significant associations for the college enrollment analyses until conditioned on sex and race/ethnicity, but CGR changes were
associated with a decrease, rather than an increase, in the likelihood for Black women and Hispanic men and women to begin college after completing high school. However, higher CGR was also associated with some benefit for these groups; likely nonmover Black women and Hispanic men and women who graduated high school and then went on to start college were more likely to obtain a degree.

## Policy Implications

The results we noted in our high school dropout analyses are broadly meaningful for policy across multiple domains. For example, high school dropout has been associated with increased crime; Lochner and Moretti (2001) estimated that a $1 \%$ reduction in the national high school dropout rate would have resulted in 400 fewer murders and 8,000 fewer assaults and that a $1 \%$ reduction for all men ages 20-60 would save the United States as much as $\$ 1.4$ billion per year in reduced costs from crime incurred by victims and society at large. These estimates highlight the relevance of our high school dropout findings, which are consistent with the $1 \%$ reduction that Lochner and Moretti report.

Results from our college enrollment and degree attainment analyses are more difficult to interpret. First, we did not observe any meaningful benefit for college enrollment associated with higher CGRs; significant associations were limited to Black women and Hispanic men and women, but higher CGRs were associated with less college enrollment for these groups. Furthermore, between-samples differences based on likelihood of migration raise questions about generalizability. We did observe meaningful effect sizes, most notably for those reporting

Table 4
College-Level Outcomes by Math and Science Course Graduation Requirement
College Enrollment After Completing High School

|  | Full Sample |  |  |  | Likely Nonmovers |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | b | SE | n | $\Delta P$ | B | SE | n | $\Delta P$ |
| All respondents | -0.0044 | 0.0028 | 2,606,938 | -0.58 | -0.0025 | 0.0028 | 1,628,448 | -0.35 |
| Conditioned on sex |  |  |  |  |  |  |  |  |
| Men | -0.0029 | 0.0027 | 1,258,158 | -0.40 | -0.0018 | 0.0026 | 778,220 | -0.27 |
| Women | -0.0061 | 0.0039 | 1,348,780 | -0.77 | -0.0032 | 0.0045 | 850,228 | -0.43 |
| Conditioned on race/ethnicity |  |  |  |  |  |  |  |  |
| White | -0.0028 | 0.0033 | 2,077,740 | -0.37 | 0.0003 | 0.0036 | 1,276,939 | 0.05 |
| Black | -0.0053 | 0.0056 | 302,914 | -1.43 | $-0.0098{ }^{\dagger}$ | 0.0053 | 205,000 | -1.46 |
| Hispanic | -0.0147*** | 0.0013 | 226,284 | -4.17 | -0.0288** | 0.0091 | 146,509 | -4.20 |
| Conditioned on sex and race/ethnicity |  |  |  |  |  |  |  |  |
| White men | -0.0011 | 0.0036 | 1,015,684 | -0.14 | 0.0027 | 0.0033 | 621,021 | 0.38 |
| White women | -0.0050 | 0.0040 | 1,062,056 | -0.62 | -0.0023 | 0.0051 | 655,918 | -0.29 |
| Black men | -0.0040 | 0.0097 | 135,474 | -0.59 | -0.0115 | 0.0082 | 88,641 | -1.72 |
| Black women | -0.0067** | 0.0023 | 167,440 | -0.95 | -0.0089* | 0.0044 | 116,359 | -1.29 |
| Hispanic men | -0.0104* | 0.0045 | 107,000 | -1.52 | -0.0350** | 0.0132 | 68,558 | -5.21 |
| Hispanic women | -0.0190** | 0.0065 | 119,284 | -2.64 | -0.0235* | 0.0103 | 77,951 | -3.32 |

Obtaining Any Degree After Starting College

|  | Full Sample |  |  |  | Likely Nonmovers |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $b$ | SE | n | $\Delta P$ | $b$ | SE | $n$ | $\Delta P$ |
| All respondents | 0.0029* | 0.0014 | 1,396,909 | 0.42 | 0.0028 | 0.0020 | 799,449 | 0.42 |
| Conditioned on sex |  |  |  |  |  |  |  |  |
| Men | $0.0036 * * *$ | 0.0009 | 639,839 | 0.54 | 0.0046 | 0.0029 | 357,743 | 0.69 |
| Women | 0.0021 | 0.0024 | 757,070 | 0.30 | 0.0014 | 0.0032 | 441,706 | 0.20 |
| Conditioned on race/ethnicity |  |  |  |  |  |  |  |  |
| White | 0.0013 | 0.0015 | 1,150,104 | 0.19 | -0.0011 | 0.0018 | 648,334 | -0.16 |
| Black | $0.0101^{\dagger}$ | 0.0059 | 140,882 | 1.49 | 0.0105* | 0.0056 | 86,210 | 1.52 |
| Hispanic | 0.0106 | 0.0099 | 105,923 | 1.58 | $0.0398{ }^{* * *}$ | 0.0107 | 64,905 | 5.91 |
| Conditioned on sex and race/ethnicity |  |  |  |  |  |  |  |  |
| White men | $0.0040^{* * *}$ | 0.0007 | 536,730 | 0.58 | 0.0034 | 0.0034 | 297,043 | 0.50 |
| White women | -0.0014 | 0.0030 | 613,374 | -0.20 | -0.0051 | 0.0041 | 351,291 | -0.75 |
| Black men | 0.0050 | 0.0045 | 55,940 | 0.72 | -0.0058 | 0.0153 | 32,208 | -0.80 |
| Black women | 0.0135 | 0.0098 | 84,942 | 2.01 | 0.0194* | 0.0093 | 54,002 | 2.87 |
| Hispanic men | 0.0013 | 0.0075 | 47,169 | 0.19 | 0.0430* | 0.0200 | 28,492 | 6.36 |
| Hispanic women | 0.0179 | 0.0162 | 58,754 | 2.68 | $0.0356^{\dagger}$ | 0.0240 | 36,413 | 5.32 |

Note. Based on the 1990 and 2000 Census and the 2001 to 2011 American Community Survey. "likely nonmovers" differ by generalizability and propensity for betweenstate migration and are those who, when surveyed, lived in the same state in which they were born; "full sample" is the broader sample with exposure determined only by state of residence at the time of survey. $\Delta P$ is the change in predicted probability of obtaining a college degree for those with the highest CGR, expressed as a change in percentage points.
${ }^{\dagger} p<.10 .{ }^{*} p<.05 .{ }^{* *} p<.01 .{ }^{* * *} p<.001$.

Hispanic ethnicity, but these results were largest and most consistent for likely nonmovers. For example, we noted a 1.52 and 2.64 percentage point reduction in college enrollment, respectively, for all Hispanic men and women and a 5.21 and 3.32 point reduction, respectively, when restricted to likely nonmovers (Table 4). The impact of migration status was more pronounced for the college degree analyses, which did not produce
statistically significant estimates for the full sample but suggested a 6.36 and 5.36 percentage point increase in the probability of obtaining a college degree for likely nonmover Hispanic men and women, respectively. These are very large effects; the college degree attainment results for Hispanic men represents a $15 \%$ increase over the average for that subgroup (see Table S2, available on the journal website), but it is difficult to know how these
findings might generalize to other individuals of Hispanic ethnicity who were more likely to migrate between states.

However, our results could suggest that migration status is serving as a proxy for unmeasured factors that are relevant to education for Hispanic men and women. Likely nonmovers were by definition born in the United States, but the full sample analyses were only restricted to those who immigrated before the age of 8, and past research indicates that immigration and migration present distinct challenges for Hispanic youth (Rumbaut \& Portes, 2001). We caution against broadly applying these results, but they have interesting implications if likely nonmover status is interpreted as a proxy for a more stable environment for those who reported Hispanic ethnicity. If interpreted this way, our findings could offer support of the greater effectiveness of education policy for a population when specific factors associated with perpetuated social disadvantage are addressed.

## Potential Limitations and Conclusion

We make several assumptions, chief among them that changes in mandated state-level mathematics and science CGRs were caused by a national trend, and thus constituted a plausible natural experiment. Statistically, this idea is expressed in assumptions about potential relationships between measured and unmeasured factors, which, if violated, could bias us toward false positive associations. We explore how reasonable these assumptions are and the circumstances under which they would likely be violated in the Supplementary Material, available on the journal website. Additionally, our analytic approach could also lead us to underestimate the true positive impact of higher CGRs, which might be tied to something like school culture, which could take several years to change. Our study only assessed the short-term impact associated with the period of CGR increases and thus would not be able to speak to benefit (or other negative consequences) that required more time to develop.

Insofar as our assumptions hold, this study implies that changes in state mathematics and science CGRs had a large impact on the educational attainment of the high school students who were exposed to them. However, we observed no evidence of broad benefit related to increases in mathematics and science CGRs; higher requirements were significantly associated with greater college degree attainment only for certain demographic groups. Instead, higher CGRs consistently promoted high school dropout across the whole population and were also associated with decreases, rather than increases, in college enrollment. Despite being based on historical data, this study highlights the importance of anticipating unintended consequences when making broad policy changes across diverse populations, and remain relevant today. In particular, implementing Common Core Standards and NRC Science Standards recommendations for more demanding content and more rigorous graduation requirements in science and mathematics will also likely require appropriate academic and psychosocial supports for higher risk students.
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## NOTE

${ }^{1}$ The distribution of CGR exposure did change in several conditional analyses, but likely did not bias our results. For example, in our college degree analysis conditioned on likely nonmover Hispanics ( $n=$ 64,905), 7,764 (12.0\%) were exposed to no CGR, 3,568 (5.5\%) were exposed to two, $2,825(4.4 \%)$ to three, $37,843(58.3 \%)$ to four, 11,213 ( $17.3 \%$ ) to five, and 1,692 ( $2.6 \%$ ) to six credits.
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