
76

Educational Evaluation and Policy Analysis 
Fall XXXX, Vol. XX, No. X, pp. 215–229

Can Research Design Explain Variation in  
Head Start Research Results? A Meta-Analysis  

of Cognitive and Achievement Outcomes

Hilary M. Shager 
University of Wisconsin-Madison

Holly S. Schindler
University of Washington, Seattle

Katherine A. Magnuson
University of Wisconsin-Madison

Greg J. Duncan
University of California, Irvine

Hirokazu Yoshikawa
Harvard University

Cassandra M. D. Hart
University of California, Davis

This study explores the extent to which differences in research design explain variation in Head Start 
program impacts. We employ meta-analytic techniques to predict effect sizes for cognitive and 
achievement outcomes as a function of the type and rigor of research design, quality and type of 
outcome measure, activity level of control group, and attrition. Across program evaluations, the 
average program-level effect size was 0.27 standard deviations. About 41% of the variation in esti-
mates across evaluations can be explained by research design features, including the extent to which 
the control group experienced other forms of early care or education, and 11% of the variation 
within programs can be explained by the quality and type of the outcome measures. 
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The recogniTion that school-entry academic 
skills of poor children lag well behind those of 
their more advantaged peers has focused atten-
tion on early childhood education (ECE) as a 
potential vehicle for remediating early achieve-
ment gaps. Sharp increases in public spending 

on a variety of ECE programs over the past 
20 years reflect the success of educators and advo-
cates in arguing for the value of early education 
programs for disadvantaged children. This 
increased attention and funding has also produced 
a proliferation of ECE program evaluations. 
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These studies can yield important information 
about differences in the effectiveness of particu-
lar program models, but only if we understand 
the context of ECE research and are confident 
that divergent findings reflect meaningful dif-
ferences in program effectiveness rather than 
methodological differences in study design.

Researchers and policymakers face a daunt-
ing task in making sense of findings across stud-
ies. Evaluations vary greatly in methods, qual-
ity, and results, which leads to an “apples versus 
oranges” comparison problem. Previous reviews 
of ECE programs have described differences in 
research design as a part of their subjective, nar-
rative analyses and have suggested that such 
features might be important (Magnuson  
& Shager, 2010; Ludwig & Phillips, 2007; 
McKey et al., 1985). However, there has been 
little systematic empirical investigation of the 
role of study design features in explaining dif-
fering results. This meta-analysis first estimates 
the short-term cognitive and achievement 
impacts of Head Start, a federally funded early 
education program for low-income children, 
using the accumulated evidence of program evalu-
ations conducted between 1965 and 2007. Second, 
this study investigates the role of research design 
in predicting program impacts to better understand 
the program’s effects. Taken together, these analy-
ses will inform readers about the broad set of find-
ings from rigorous Head Start evaluations and will 
provide important context for interpreting the 
findings of Head Start and possibly other ECE 
program evaluations by identifying research 
design features that are likely to predict larger 
(or smaller) program effects.

Background

Within the field of ECE, Head Start is the 
largest publicly funded early education pro-
gram, serving more than 900,000 children with 
annual federal funding of more than $7.2 million 
(U.S. Department of Health and Human Services 
[DHHS], 2010b). A centerpiece of President 
Lyndon B. Johnson’s “War on Poverty,” Head 
Start was designed as a holistic intervention to 
improve economically disadvantaged, preschool-
aged children’s cognitive and social development 
by providing a comprehensive set of educational, 

health, nutritional, and social services, as well 
as opportunities for parent involvement (Zigler 
& Valentine, 1979). Despite the program’s 
holistic approach, most Head Start evaluations 
have focused primarily on academic and cogni-
tive outcomes, with few studies including good 
measures of social, emotional, or health out-
comes.

The extent to which Head Start children bene-
fit from participating in the program remains a 
topic of debate, which began with the first 
national Head Start study (Westinghouse Learning 
Corporation, 1969) and continued following the 
recent releases of findings from the program’s 
national random-assignment evaluation (U.S. 
DHHS, 2010, January). The recent findings have 
been characterized by some critics as showing 
that Head Start has small and transitory effects on 
cognitive and achievement outcomes, which they 
have contrasted with the larger effects of other 
early education programs. Besharov and Higney 
(2007) wrote,

It seems reasonable to compare Head Start’s impact 
to that of both pre-K programs and center-based 
child care. According to recent studies, Head Start’s 
immediate or short-term impacts on a host of 
developmental indicators seem not nearly as large 
as those of either pre-K or center-based child care. 
(pp. 686–687)

Yet, other scholars have argued that method-
ological differences may at least in part explain 
the differences in program impacts across such 
ECE studies, suggesting that differences in 
study design make the evaluation results incom-
parable (Cook & Wong, 2007). How large a role 
these design features might play, however, has 
been only a matter of conjecture.

That an evaluation’s research design affects 
study results is widely accepted, and, as a result, 
experimental methods have been anointed as 
the gold standard for program evaluation 
(Cook, Shadish, & Wong, 2008). However, the 
magnitude and direction of bias from the use of 
nonexperimental methods are often unknown 
and may be specific to the program and popula-
tion of study. Several meta-analyses of medical 
and social service interventions have found that 
low-quality study designs yield larger effect 
sizes than do high-quality ones (Moher et al., 
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1998; Schulz, Chalmers, Hayes, & Altman, 
1995; Sweet & Appelbaum, 2004). Alternatively, 
within Head Start research, the primary concern 
has been that low-quality, nonexperimental 
studies will understate program effects because 
they are likely to result in more advantaged 
comparison groups (Currie & Thomas, 1995).

Within-study comparisons of research designs 
provide the best way to assess the importance of 
research design, but such studies are rare. Cook 
and colleagues’ (2008) recent examination of a 
small number of within-study comparisons of 
research designs concluded that high-quality non-
experimental study designs (regression disconti-
nuity, matched intact local control groups, and 
modeling selection processes) can closely approx-
imate experimental studies (also see Shadish, 
Clark, & Steiner, 2008; Shadish, Galindo, Wong, 
Steiner, & Cook, 2011). Unfortunately, to date, 
within-study research design comparisons have 
not been conducted within the ECE field; thus, 
although studies from other fields provide impor-
tant insight into the general role of research 
methods, it is unclear if these findings will likely 
apply to Head Start evaluations. Moreover, such 
studies have not examined other important facets 
of study design that are likely to affect ECE stud-
ies, such as the activity level of the control group 
and attrition.

Some prior meta-analytic studies of ECE 
programs have given at least cursory attention 
to the question of whether study design and 
related threats to internal validity predict the 
magnitude of program impacts. The only exist-
ing meta-analysis of Head Start research, con-
ducted more than 25 years ago by McKey and 
colleagues (1985), found short-term positive 
program impacts on cognitive test scores (effect 
sizes = 0.31 to 0.59). Initial descriptive analyses 
of methodological factors related to issues of 
internal validity, such as quality of study design 
and attrition, revealed only slight influences on 
the magnitude and direction of effect sizes, 
which led the authors to exclude these measures 
from the main analyses.

Typically, other ECE meta-analytic studies 
have used composite measures of study design, 
combining aspects of internal validity with other 
study features, and it is not surprising that these 
idiosyncratic researcher-designed measures have 

yielded mixed findings. Null associations 
between effect sizes and study design quality 
composites, which included a variety of indica-
tors related to internal validity, were found in 
Gorey’s (2001) and Nelson, Westhues, and 
MacLeod’s (2003) meta-analyses of ECE pro-
grams with long-term follow-up studies. In con-
trast, Camilli, Vargas, Ryan, and Barnett’s (2010) 
ECE meta-analysis found that studies with a 
higher quality design yielded larger effect sizes 
for cognitive outcomes. The measure of design 
quality was a dichotomous indicator based on 
such factors as attrition, baseline equivalence of 
treatment and control groups, high implementa-
tion fidelity, and adequate information provided 
for coders.

In this study, we investigate the importance 
of several aspects of study design related to 
internal validity, but do so without aggregating 
features of study quality into single composites 
that may obscure the importance of any specific 
evaluation feature. Considering the role of 
research methods in evaluation report findings is 
possible because Head Start has provided a fairly 
standardized set of services to a relatively 
homogenous population of children over a long 
period of time, and numerous evaluations have 
been conducted. Given the importance of ensur-
ing the baseline equivalence of the treatment 
and control groups (Currie & Thomas, 1995; 
Gibbs, Ludwig, & Miller, 2012), we hypothesize 
that studies that used more rigorous methods to 
ensure similarity between treatment and control 
groups prior to program participation, particu-
larly random assignment, will produce larger 
effect sizes. Likewise, since disadvantaged stu-
dents most likely to benefit from the program 
are also most likely to be lost to follow-up, we 
predict that studies with higher levels of overall 
attrition may yield smaller effect sizes.

Another feature of ECE evaluation design 
overlooked in prior studies is the activity level 
of the control group. In the case of ECE evalua-
tions, this is defined as participation in center-
based care or preschool among control group 
children. Comparison group children’s participa-
tion in other early education and care programs 
is important because low-income children gain 
important academic and cognitive benefits from 
attending these programs. For example, Zhai, 
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Brooks-Gunn, and Waldfogel (2010) found that 
when Head Start attendees were compared with 
children who received parental or other informal 
care, they had better academic outcomes; how-
ever, they did no better on these outcomes when 
compared with children who attended other 
center-based care programs.

Control group activity varies considerably 
across ECE studies and is particularly high in 
more recent evaluations, given the high rates of 
participation in early care and education pro-
grams among children of working parents and 
the expansion of ECE programs in the decades 
since Head Start began. The issue of the activity 
of the control group figured prominently in dis-
cussions about the recent national Head Start 
evaluation (National Forum on Early Childhood 
Policy and Programs, 2010). Cook (2006) found 
that rates of participation of the control group in 
ECE settings during the preschool “treatment” 
year were more than 50% in the Head Start 
Impact Study (U.S. DHHS, Administration for 
Children and Families, 2005), considerably 
higher than the approximately 20% found in 
state prekindergarten studies (Wong, Cook, 
Barnett, & Jung, 2008). He argued that these dif-
ferences might in part explain the larger effect 
sizes associated with recent prekindergarten 
evaluations compared with the findings reported 
in the Head Start Impact Study. Our study is the 
first to empirically investigate whether the activ-
ity level in the control group predicts the magni-
tude of program impact effect sizes across Head 
Start evaluations. We hypothesize a negative 
relationship between effect size and the activity 
level of the control group (i.e., a measure of 
whether control group members sought alterna-
tive ECE services on their own).

Other features of study design also may pre-
dict evaluations’ effect sizes—in particular, the 
characteristics of the measures selected. First, 
the alignment between the intervention content 
and the skills being assessed may matter because 
academic skills are more likely to be improved 
by ECE and other instructional settings than 
general cognitive skills (Christian, Morrison, 
Frazier, & Massetti, 2000). Suggestive evidence 
that measures that are more closely aligned with 
the practices of classroom instruction may be 
more sensitive to early education is found in 
Wong and colleagues’ (2008) regression dis-

continuity study of five state prekindergarten 
programs. All of the programs measured both 
children’s receptive vocabulary and their level 
of print awareness. Across the five programs, 
effects on print awareness were several times 
greater than the effects on receptive vocabulary. 
We hypothesize that types of skills that are more 
closely aligned with early education instruction, 
such as prereading and premath academic 
skills, will yield larger effect sizes than mea-
sures of more abstract and global cognitive 
skills, such as vocabulary and IQ.

A second feature related to measurement, 
reliability, has also been overlooked in prior 
studies. In general, measurement error is likely 
to attenuate associations between variables; thus, 
we might expect larger estimates from more reli-
able measures. However, if low reliability is a 
proxy for evaluator-developed tests, which indi-
cates the assessment is likely to be closely 
aligned with the skills taught in a particular Head 
Start program, then low reliability may predict 
larger program impact effect sizes compared 
with standardized tests (Rosenshine, 2010). 
Given this uncertainty, we do not have a clear 
hypothesis about the direction and magnitude of 
the association between measure reliability and 
Head Start program impact effect sizes and con-
sider our analysis exploratory.

A third feature of measures is the method of 
assessment, specifically whether data are col-
lected via a direct assessment on a particular test 
or task or as an observational rating. Standardized 
direct assessments, which are designed to have 
high levels of reliability, are likely to introduce 
less measurement error than either teacher or 
parent reports of children’s cognitive skills. Hoyt 
and Kerns’s (1999) meta-analysis of psychologi-
cal studies found that rating bias was likely to be 
very low in measures that included explicit attri-
butes (counts of particular behaviors) but quite 
prevalent in measures that required raters to 
make inferences (global ratings of achievement 
or skills). If ratings of young children elicit 
global ratings, then such assessments might be 
more biased than direct assessments of children’s 
skills. However, such a prediction is complicated 
by the fact that observer reports may be more 
aligned with skills taught in particular programs, 
which would suggest that these assessments may 
predict larger effect sizes. Moreover, it is likely 
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that in many studies, raters, especially teachers 
and parents, were not blind to the children’s 
treatment status, in which case it is possible that 
the resulting bias would favor Head Start attend-
ees and predict larger effect sizes (Hoyt & 
Kerns, 1999). Given competing arguments, we 
consider our examination of the method of 
assessment (direct assessment versus observa-
tion) to be exploratory and do not have a clear 
hypothesis about the direction or magnitude of 
its association with effect sizes.

Research Method

Meta-Analysis

To summarize more than 30 years of Head 
Start research and understand how specific fea-
tures of research design may account for the 
heterogeneity in estimated Head Start effects, 
we conducted a meta-analysis, a method of 
quantitative research synthesis that uses prior 
study results as the unit of observation (Cooper & 
Hedges, 2009). To combine findings across stud-
ies, estimates are transformed into a common 
metric, an effect size, which expresses treatment-
control differences as a fraction of the standard 
deviation of the given outcome. Outcomes from 
individual studies can then be used to estimate 
the average effect size across studies. In addition, 
meta-analysis can be used to test whether the 
average effect size differs by, for example, type 
and quality of research design. After defining 
the problem of interest, meta-analysis proceeds 
in the following steps, described below: (a) lit-
erature search, (b) data evaluation, and (c) data 
analysis.

Literature Search

The Head Start studies analyzed in this arti-
cle compose a subset of studies from a large 
meta-analytic database being compiled by the 
National Forum on Early Childhood Policy and 
Programs. This database includes studies of 
child and family policies, interventions, and 
prevention programs provided to children from 
the prenatal period to age five, building on pre-
vious meta-analytic databases created by Abt 
Associates and the National Institute for Early 
Education Research (NIEER; Camilli et al., 

2010; Jacob, Creps, & Boulay, 2004; Layzer, 
Goodson, Bernstein, & Price, 2001).

An important first step in a meta-analysis is to 
identify all relevant evaluations that meet one’s 
programmatic and methodological criteria for 
inclusion; therefore, a number of search strate-
gies were used to locate as many published and 
unpublished Head Start evaluations conducted 
between 1965 and 2007 as possible. First, we 
conducted keyword searches in the ERIC, 
PsycINFO, EconLit, and Dissertation Abstracts 
databases, resulting in 304 Head Start evalua-
tions. Next, we manually searched the websites 
of several policy institutes (e.g., RAND, 
Mathematica, NIEER) and state and federal 
departments (e.g., U.S. DHHS) as well as refer-
ences mentioned in collected studies and other 
reviews. This search resulted in another 134 pos-
sible reports for inclusion in the database. In 
sum, 438 Head Start evaluations were identified, 
in addition to the 126 previously coded by Abt 
and NIEER.

Data Evaluation

The next step in the meta-analysis process was 
to determine whether identified studies met our 
established inclusion criteria. To be included in our 
database, studies must have had (a) a comparison 
group (either an observed control or alternative 
treatment group) and (b) at least 10 participants 
in each condition, with attrition of less than 50% 
in each condition. Evaluations could have been 
experimental or quasi-experimental, using one 
of the following methods: regression disconti-
nuity, fixed effects (individual or family), resid-
ualized or other longitudinal change models, 
difference in difference, instrumental variables, 
propensity score matching, or interrupted time 
series. Quasi-experimental evaluations not using 
one of the former analytic strategies were also 
screened in if they included a comparison group 
plus pre- and posttest information on the out-
come of interest or demonstrated adequate com-
parability of groups on baseline characteristics. 
These criteria are more rigorous than those 
applied by McKey et al. (1985), Abt, and 
NIEER; for example, they eliminated all pre/
post-only (no comparison group) studies as well 
as regression-based studies with baseline non-
equivalent treatment and control groups.
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For this particular study, we imposed some 
additional inclusion criteria. We included only 
studies that measure differences between Head 
Start participants and control groups that were 
assigned to receive no other services. For exam-
ple, studies that compared Head Start attendees 
with children who attended another type of 
early education program or Head Start add-on 
program were excluded. However, studies were 
not excluded if families assigned to a no-treatment 
control group sought services of their own voli-
tion. In addition, we included only Head Start 
studies that had at least one measure of chil-
dren’s cognitive or achievement outcomes. 
Outcome measures from other domains, such as 
socioemotional development and health, were 
too rare to be analyzed separately. Furthermore, 
to improve comparability across findings, we 
imposed limitations regarding the timing of 
study outcome measures. We limited our analy-
sis to studies in which children received at least 
75% of the intended Head Start treatment and 
for which outcomes were measured 12 or fewer 
months posttreatment.

The screening process, based on the above 
criteria, resulted in the inclusion of 57 Head 
Start publications or reports (see the appendix). 
Of the 126 Head Start reports originally included 
in the Abt/NIEER database, 29 were eliminated 
from the database because they did not meet our 
research design criteria. The majority of the 438 
additional reports identified by the research 
team’s search were excluded after reading the 
abstract (n = 243), indicating that they did not 
meet our inclusion criteria for obvious reasons 
(e.g., they were not quantitative evaluations of 
Head Start or did not have a comparison group). 
Of the 98 Head Start evaluation reports that 
were excluded after full-text screening, 90 were 
excluded because they did not meet our research 
design criteria; 53 of these were excluded spe-
cifically because they did not include a com-
parison group. Eight other reports were excluded 
based on other eligibility criteria (e.g., they 
reported results only for students with disabili-
ties or did not include relevant outcomes). Our 
additional inclusion criteria for this article (e.g., 
short-term cognitive or achievement outcomes, 
no alternative treatment or curricular add-on 
studies) excluded 120 reports that remain coded 

in the database but are not included in this 
analysis.

Coding Studies

The research team developed a protocol to 
codify information about study design, program 
and sample characteristics, and statistical infor-
mation needed to compute effect sizes. This 
protocol serves as the template for the database 
and delineates all the information about an 
evaluation that we want to describe and analyze. 
A team of 10 graduate research assistants were 
trained as coders during a 3- to 6-month process 
that included instruction in evaluation methods, 
using the coding protocol, and computing effect 
sizes. Trainees were paired with experienced 
coders in multiple rounds of practice coding. 
Before coding independently, research assis-
tants passed a reliability test comprising ran-
domly selected codes from a randomly selected 
study. To pass the reliability test, researchers 
had to calculate 100% of the effect sizes cor-
rectly and achieve 80% reliability with a mas-
ter coder for the remaining codes. In instances 
when research assistants were just under the 
threshold for effect sizes but were reliable on 
the remaining codes, they underwent addi-
tional effect size training before coding inde-
pendently and were subject to periodic checks 
during their transition. Questions about coding 
were resolved in weekly research team confer-
ence calls.

Database

The resulting database is organized in a four-
level hierarchy (from highest to lowest): the 
study, the program, the contrast, and the effect 
size (see Table 1). A “study” is defined as a col-
lection of comparisons in which the treatment 
groups are drawn from the same pool of partici-
pants. A study may include evaluations of mul-
tiple “programs;” i.e., a particular type of Head 
Start or Head Start in a particular location. Each 
study also produces a number of “contrasts,” 
defined as a comparison between one group of 
children who received Head Start and another 
group of children who received no other ser-
vices as a result of the study. Evaluations of pro-
grams within studies may include multiple con-
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trasts; for example, results may be presented 
using more than one analytic method (e.g., ordi-
nary least squares and fixed effects) or separate 
groups of children (e.g., 3- and 4-year-olds), and 
these are coded as different contrasts nested 
within one program, within one study. We include 
33 Head Start programs in our analysis, but 5 of 
these programs provided only “missing” effect 
sizes (insufficient detail was provided in the 
report to calculate an effect size), and, as a result, 
our primary analyses consist of data from 28 pro-
grams. The 33 Head Start programs included in 
our meta-analysis include 40 separate contrasts of 
program main effects (excluding subgroup analy-
ses, e.g., by gender or race). In turn, each contrast 
consists of a number of individual “effect sizes” 
(estimated standard deviation unit difference in an 
outcome between the children who experienced 
Head Start and those who did not). The 40 con-
trasts in this meta-analytic database provide a 
total of 313 effect sizes (72 of these effect sizes 
were coded as “missing”). These effect sizes com-
bine information from a total of more than 
160,000 observations. See the appendix for a 
description of the Head Start studies, programs, 
and contrasts included in our analyses.

Effect Size Computation

Outcome information was reported in evalua-
tions using a number of different statistics, which 
were converted to effect sizes (Hedges’s g) with 
the commercially available software package 
Comprehensive Meta-Analysis (Borenstein, 
Hedges, Higgins, & Rothstein, 2005). Hedges’s g 
is an effect size statistic that adjusts the standard-

ized mean difference (Cohen’s d) to account for 
bias in the d estimator from small sample sizes.

Dependent Variable

Descriptive information for the dependent 
measure (effect size) and key independent vari-
ables is provided in Table 2. To account for the 
varying precision among effect size estimates, 
as well as the number of effect sizes within each 
program, these descriptive statistics and all sub-
sequent analyses are weighted by the inverse of 
the variance of each effect size multiplied by the 
inverse of the number of effect sizes per pro-
gram (Cooper & Hedges, 2009; Lipsey & Wilson, 
2001). The dependent variables in these analy-
ses are the effect sizes measuring the standard-
ized difference in assessment of children’s cog-
nitive skills and achievement between children 
who attended Head Start and the comparison 
group. Effect sizes ranged from –0.49 to 1.05, 
with an estimated weighted mean of 0.18 at the 
effect size level and an estimated weighted 
mean of 0.29 at the program level.

Independent Variables

Several key independent variables represent 
facets of each program’s research design. These 
study and Head Start characteristics do not vary 
within a program, so we present both program-
level and effect-size-level descriptive informa-
tion for these measures in Table 2. We created a 
dummy variable indicating whether a study was 
randomized (reference category) or quasi-
experimental. Two programs had designs that 

TABLE 1
Key Meta-Analysis Terms and n Values

Term Description n

Report Written evaluation of Head Start (e.g., a journal article, government report, book chapter) 57
Study Collection of comparisons in which the treatment groups are drawn from the same pool 

of participants
27

Program Particular type of Head Start or Head Start within a particular location 33
Contrast Comparison between one group of children who received Head Start and another group 

of children who received no other services as a result of the study (although they may 
have sought services themselves)

40

Effect size Measure of the difference in cognitive outcomes between the children who experienced 
Head Start and those who did not, expressed in standard deviation units (Hedges’s g)

313
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TABLE 2
Descriptive Information for Nonmissing Effect Sizes and Independent Variables ( N = 241)

 Min Max M SD

Study and program characteristics
 Modern Head Start program (post-1974), effect size level 0 1 0.44 0.50
 Modern Head Start program (post-1974), program level 0 1 0.25 0.44
 Length of program (months, centered at 2), effect size level 0 8 6.20 3.12
 Length of program (months, centered at 2), program level 0 8 5.18 3.70
 Peer-refereed journal, effect size level 0 1 0.17 0.37
 Peer-refereed journal, program level 0 1 0.21 0.42
Design characteristics
 Active control group, effect size level 0 1 0.35 0.48
 Active control group, program level 0 1 0.14 0.36
 Passive control group, effect size level 0 1 0.53 0.50
 Passive control group, program level 0 1 0.68 0.48
 Missing control group activity, effect size level 0 1 0.12 0.32
 Missing control group activity, program level 0 1 0.18 0.39
 Randomized controlled trial, effect size level 0 1 0.26 0.44
 Randomized controlled trial, program level 0 1 0.18 0.39
 Quasi-experimental study, effect size level 0 1 0.74 0.44
 Quasi-experimental study, program level 0 1 0.82 0.39
 Baseline covariates included, effect size level 0 1 0.49 0.50
 Baseline covariates included, program level 0 1 0.14 0.36
Dependent measure characteristics
 Rating (by someone who knows child) 0 1 0.06 0.24
 Observation (by researcher) 0 1 0.01 0.09
 Performance measure 0 1 0.93 0.25
 Skills not sensitive to instruction 0 1 0.67 0.47
 Skills sensitive to instruction 0 1 0.33 0.47
 Months posttreatment –2.47 12 1.89 4.12
Attrition (always < 50%)
 High attrition (> 10%) 0 1 0.36 0.48
 Low attrition (≤ 10%) 0 1 0.42 0.50
 Missing attrition information 0 1 0.22 0.41
Reliability
 High reliability (coefficient ≥ .92) 0 1 0.21 0.41
 Medium reliability (coefficient = .75–.91) 0 1 0.35 0.48
 Low reliability (coefficient < .75) 0 1 0.18 0.39
 Missing reliability coefficient 0 1 0.26 0.44
Effect size, effect size level –0.49 1.05 0.18 0.22
Effect size, program level –0.23 0.78 0.29 0.23

Note. Weighted by inverse variance of effect size multiplied by inverse of number of effect sizes per program.

changed post hoc (the study was originally ran-
domized but, for various reasons, became quasi-
experimental in nature). In our primary specifica-
tions, these programs were coded as quasi-
experimental. The majority of effect sizes 
(74%) come from quasi-experimental studies, 
although differences between program level and 
effect size level means suggest that randomized 
trials tended to have more outcome measures per 
study than those with quasi-experimental designs. 
In addition, we created a dummy variable to indi-
cate whether baseline covariates were included in 

the analysis. Although the majority of programs 
(86%) did not include baseline covariates in their 
analyses, those that did had a large number of 
outcome measures.

We created a series of dummy variables indi-
cating levels of overall attrition. Keeping in 
mind that attrition was truncated at 50% based 
on our screening criteria, attrition levels were 
constructed using quartile scores and defined as 
follows: low attrition (reference category), less 
than or equal to 10% (representing Quartiles 1, 
2, and 3); high attrition, greater than 10% (repre-
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senting Quartile 4); and missing overall attrition 
information. The plurality of effect sizes came 
from studies with 10% attrition or less.

We also coded the activity level of the con-
trol group using the following categories: pas-
sive (reference category), meaning that control 
group children received no alternative services; 
active, meaning some of the control group mem-
bers sought services of their own volition; and a 
dummy variable indicating whether information 
regarding control group activity was missing 
from the report. Reports in which there was no 
mention of control group activity were coded as 
having missing information on this variable. 
Although the majority of effect sizes (53%) came 
from studies with passive control groups, studies 
in which the control group actively sought alter-
native services, specifically attendance at other 
center-based child care facilities or early educa-
tion programs, tended to have more effect sizes 
per study. Studies that reported active control 
groups indicated that between 18% and 48% of 
the control group attended these types of pro-
grams.

Several of the key independent variables 
describe features of the outcome measures. We 
distinguished between effect sizes measuring 
achievement outcomes, such as reading, math, 
letter recognition, and numeracy skills, which 
may be more sensitive to typical classroom 
instruction, and those measuring cognitive out-
comes less sensitive to instruction, including 
IQ, vocabulary, theory of mind, attention, task 
persistence, and syllabic segmentation, such as 
rhyming (see Christian et al., 2000, for a discus-
sion of this distinction). The majority of effect 
sizes (67%) were from the cognitive domain. 
Using a series of dummy variables, we also 
categorized effect sizes according to the type of 
measure employed by the researcher, indicating 
whether it was a performance test (reference 
category), a rating by someone the child knows 
(e.g., a teacher or parent), or an observational 
rating by a researcher. The majority of outcome 
measures were performance tests (93%).

Control Variables

By limiting this study to Head Start evalua-
tions, our analyses hold constant program fea-
tures such as funding stream, program structure 

and requirements, and family socioeconomic 
background of children served. We do include 
other measured features of the evaluation studies 
in our analyses as controls because they may be 
confounded with research study design. Although 
Head Start is guided by a set of federal perfor-
mance standards and other regulations, these 
have changed over time and may not reflect the 
experience of participants in all studies. A dummy 
variable was coded to indicate whether the pro-
gram was a “modern” Head Start program, 
defined as post-1974, when the first set of Head 
Start quality guidelines were implemented. 
Although the majority of programs (75%) were 
older, 44% of effect sizes came from studies of 
modern Head Start programs.

Recognizing that the first iteration of Head 
Start was a shortened 6- to 8-week summer pro-
gram, we also created a continuous variable 
indicating length of treatment measured in 
months and recentered at 2 months, so that the 
resulting coefficient indicates the effect of 
receiving a full academic year of Head Start 
versus a summer program.

Evaluations differ in the timing of the out-
come assessments, and given that Head Start 
program impacts are found to decline over 
time, we included a continuous measure of the 
timing of the outcome, measured in months 
posttreatment. Given our screening criteria, 
this variable ranges from –2.47 to 12. Finally, 
we created a dummy variable indicating 
whether the evaluation was an article pub-
lished in a peer-refereed journal. The reference 
category is an unpublished report, dissertation, 
or book chapter.

Statistical Analysis

Our key research questions are the following: 
(a) What is the average program impact of Head 
Start on children’s cognitive and achievement 
outcomes? and (b) Is heterogeneity in effect 
sizes predicted by methodological aspects of the 
study design and attributes of the outcome mea-
sures? The nested structure of the data (effect 
sizes nested within programs) requires a multi-
variate, multilevel approach to modeling these 
associations (de la Torre, Camilli, Vargas, & 
Vernon, 2007). The Level 1 model (effect size 
level) is:
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 ESij = β0i + β1ix1ij + . . . + βkixkij + eij (1)

In this equation, the effect size j in program i is 
modeled as a function of the intercept (β0i), 
which represents the average (covariate 
adjusted) effect size for all programs; a series of 
key independent variables and related coeffi-
cients of interest (β1ix1ij + . . . + βkixkij), which 
estimate the association between the effect size 
and aspects of the study design that vary at the 
effect size level; and a within-program error 
term (eij). Study design covariates at this level 
include timing of outcome, type of outcome 
(rating or observation), whether or not baseline 
covariates are included, and domain of outcome 
(skills more or less sensitive to instruction).

The Level 2 equation (program level) models 
the intercept as a function of the grand mean 
effect size (β00), a series of covariates that repre-
sent aspects of study design and Head Start 
features that vary only at the program level 
(β01ix1i + . . . + β0kixki), and a between-program 
random error term (ui):

	 β0i = β00 + β01ix1i + . . . + β0kixki + ui (2)

Variables at this level include type of research 
design, activity level of control group, and attri-
tion. Covariates at this level include whether the 
effect size came from a peer-refereed journal 
article, the length of program, and whether the 
program was implemented post-1974.

This “mixed effects” model assumes that there 
are two sources of variation in the effect size 
distribution, beyond subject-level sampling error: 
(a) the “fixed” effects of variables that measure 
key features of the methods and other covariates 
and (b) remaining “random” unmeasured sources 
of variation between and within programs. 
Because of the small number of studies with mul-
tiple contrasts (n = 8) and multiple programs (n = 4), 
we do not model the third or fourth levels of 
nesting in our data (contrasts within programs 
and programs within studies, respectively).

To account for differences in effect size esti-
mate precision, as well as the number of effect 
sizes within a particular program, all regressions 
were weighted by the inverse variance of each 
effect size multiplied by the inverse of the num-
ber of effect sizes per program (Cooper & 

Hedges, 2009; Lipsey & Wilson, 2001). Analyses 
were conducted in SAS, using the PROC 
MIXED procedure.

We began by entering each design factor 
independently and then included all relevant 
design covariates at the same time in our pri-
mary specification. We also tested several varia-
tions of the primary model specification; for 
example, we tested alternative specifications 
using a series of dummy variables indicating 
outcome measure reliability levels and a more 
nuanced set of research design variables. We 
conducted analyses including imputed missing 
effect sizes, without weights, and excluding the 
National Head Start Impact Study, the largest 
study in our sample.

Results

Bivariate Results

The weighted result from an “empty model,” 
with no predictor variables, yields an intercept 
(average program-level effect size) of 0.27, 
which is significantly different from 0. As would 
be expected, this is very similar to the weighted 
mean estimated at the program level (0.29) but 
larger than the weighted mean at the effect size 
level (0.18). This illustrates the fact that there is 
more variation within evaluation programs than 
between programs (in both the weighted and 
unweighted data). In the weighted data, 80% of 
the variation in effect sizes is found within pro-
grams (and only 20% between programs). 
Perhaps somewhat surprisingly, programs that 
had negative or small effect sizes also tended to 
have large positive effect sizes.

Next, we turned to estimating the associations 
between single design factors and average effect 
size using a series of multilevel regressions 
(Table 3). Regressions including categorical 
variables (Table 3, columns 1–6 and 8–9) were 
run without intercepts; thus, the resulting coef-
ficients indicate the average weighted effect size 
for programs in each category. Multilevel 
regressions including continuous measures of 
research design were run with an intercept; 
therefore, we include this estimate in columns 
10 and 11 of Table 3 to show the relationship 
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TABLE 3
Summary of Results From Regressions of Head Start Evaluation Effect Sizes on Single Research Design Factors

 1 2 3 4 5 6
7—Significant  

differences

Modern HS (post-1974) .23*

(.08)
Not modern HS (pre-1975) .29**

(.05)
Active control group .08 Passive†

(.10)
Passive control group .31** Active†

(.05)
Missing control group activity .29*

(.10)
Randomized controlled trial .33*

(.10)
Quasi-experimental study .26**

(.05)
Rating (by adult who knows child) .45** Performance**

(.07)
Observation (by researcher) .55** Performance†

(.16)
Performance test .24** Rating**, observation†

(.04)
Skills sensitive to instruction .40** Skills not sensitive**

(.05)
Skills not as sensitive to instruction .25** Skills sensitive**

(.05)
High attrition (> 10%) .28**

(.05)
Low attrition (≤ 10%) .33**

(.06)
Missing attrition information .14

(.11)

 8 9 10 11
12—Significant  

differences

Baseline covariates included .20*
(.03)

Baseline covariates not included .29**
(.04)

Peer-refereed journal .43**
(.09) Not peer-refereed†

Not peer-refereed journal .23**
(.04) Peer-refereed†

Length of program (months, centered at 2) .01
(.01)

Months posttreatment –.00
(.01)

Intercept .21* .28**
   (.07) (.04)

Note. Multilevel models were estimated and regression coefficient estimates are reported with standard errors in parentheses provided below the 
estimates; N = 241 effect sizes nested in 28 programs. For columns 1–6 and 8–9, no intercept was estimated; therefore, the resulting coefficients 
represent the average effect size for programs in each category. Columns 7 and 12 list within-factor categorical means that are statistically 
significant compared with the indicated category. Multilevel regressions with continuous measures of research design were run with an intercept; 
therefore, estimates in columns 10 and 11 show the relationship between an incremental increase in each continuous design variable and average 
effect size. 
†p < .10. *p < .05. **p < .001.
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between an incremental increase in each con-
tinuous design variable and average effect size.

Two features of the evaluation studies that we 
thought might predict the magnitude of effect 
sizes did not—analytic design (experimental vs. 
quasi-experimental and the inclusion of baseline 
covariates) and level of program or study attri-
tion. One hypothesis was confirmed. We found 
that evaluation studies in which the control group 
actively sought alternative ECE services pro-
duced a smaller average effect size (0.08) than 
studies with passive control groups (0.31).

We found features of the outcomes them-
selves were quite strong predictors of program 
impact effect sizes. Consistent with our hypoth-
esis, measures of skills more sensitive to 
instruction yielded a significantly larger aver-
age effect size (0.40) than measures of broader 
cognitive skills (0.25). Finally, we found that 
ratings (0.45) and observations (0.55) yielded 
significantly larger effect sizes than performance 
tests (0.24).

Only one of the covariates predicted effect 
size magnitudes. The average effect size from a 
study published in a peer-refereed journal (0.43) 
was larger than one produced by an unpublished 
study or book chapter (0.23), but this difference 
was only marginally significant. Whether the 
program was “modern,” the number of months 
since program completion, and the length of 
program were not associated with the size of 
effects.

Multivariate Results

Our bivariate approach to modeling the pre-
dictive power of various study design features 
ignores the potential important confounds of 
other design variables; thus, it might yield 
biased results. Therefore, in our preferred pri-
mary specification, we included all design vari-
ables at once to investigate the independent and 
comparative role of each in affecting average 
effect size (column 1 of Table 4). Coefficients 
from multivariate models indicate the strength 
of associations between our independent vari-
ables (measuring facets of research design) and 
effect sizes (differences between treatment and 
control groups expressed as a fraction of a stan-
dard deviation).

In terms of program and study characteris-
tics, we found that most study design features 
that were statistically significant in our bivariate 
analyses remained significant in our multivariate 
analyses. Results indicated a large negative asso-
ciation between effect size and having an active 
control group in which families independently 
sought alternative services (–0.33). Likewise, 
characteristics of the measures again predicted 
the magnitude of effect sizes. Compared with 
performance tests, both ratings by teachers and 
parents, as well as observational ratings by 
researchers, yielded larger effect sizes (0.16 and 
0.32, respectively). As expected, measures of 
skills more sensitive to instruction produced 
larger effect sizes than those for less teachable 
cognitive skills (0.13).

If one considers a performance test a more 
reliable measure of children’s skills, compared 
to ratings by others, the fact that performance 
tests predicted smaller effect sizes is somewhat 
surprising. To test the role of measure reliability 
more directly, in an alternative specification we 
removed the variables indicating type of depen-
dent measure (i.e., rating, observation) and 
instead included a series of dummy variables 
indicating the level of reliability of the outcome 
measure, based on coded reliability coefficients.1 
Consistent with our primary specification find-
ings, we found that less reliable measures yielded 
larger effect sizes (see Table 4, column 2).

In terms of the control variables, again, we 
found evidence of possible publication bias, 
with studies published in peer-refereed journals 
also tending to yield effect sizes 0.28 standard 
deviations larger than those found in unpub-
lished reports, dissertations, or book chapters. In 
addition, attending a full academic year of Head 
Start (10 months) emerged as marginally associ-
ated with a 0.16 standard deviation unit larger 
effect than attending a summer Head Start pro-
gram (2 months).

Robustness Checks

We undertook several additional analyses to 
determine the sensitivity of our findings to alter-
native model specifications. Most important, in 
some cases, authors reported that groups were 
compared on particular tests but did not report 
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the results of these tests, or did not provide 
enough numerical information to compute an 
effect size (n = 72). We checked the robustness 
of results to four different assumptions about the 
magnitude of the missing effects and found that 
including the imputed effect sizes did not yield 
substantive changes in our findings (results 
available from the authors upon request).

We also tested a more nuanced set of research 
design indicators, distinguishing among types of 
nonexperimental studies (matching methods, 

baseline comparable treatment and control groups 
without matching, use of pretests), and none of 
these design indicator variables was statistically 
significant (compared with the reference category, 
randomization). We also estimated a model with a 
continuous measure of the year in which the pro-
gram was studied, and results were similar. Finally, 
a possible remaining source of heterogeneity in 
our data is the demographic makeup of the study 
samples. Unfortunately, only about half of the 
studies reported demographic characteristics of 

TABLE 4
Summary of Results From Multivariate Regressions of Head Start Evaluation Effect Sizes on Multiple Research 
Design Factors

 1 2

Intercept .30* .33*
(.14) (.15)

Modern Head Start program (post-1974) –.04 –.16
(.12) (.14)

Length of program (months, centered at 2) .02† .02†

(.01) (.01)
Peer-refereed journal .28* .31*

(.09) (.11)
Active control group –.33* –.35*

(.12) (.14)
Missing control group activity –.01 –.07

(.10) (.12)
Quasi-experimental study –.14 –.26*

(.11) (.12)
Baseline covariates included –.11 –.06

(.09) (.10)
High attrition (> 10%) –.09 –.09

(.07) (.07)
Missing attrition information –.04 .01

(.13) (.15)
Rating (by someone who knows child) .16*

(.06)
Observation (by researcher) .32*

(.15)
Skills sensitive to instruction .13** .17**

(.03) (.03)
Months posttreatment .00 .00

(.01) (.01)
Medium reliability (coefficient = .75–.91) .09†

(.05)
Low reliability (coefficient < .75) .20**

(.06)
Missing reliability coefficient .07†

  (.04)

Note. Multilevel models were estimated with N = 241 effect sizes nested in 28 programs. Regression coefficient estimates are 
reported with standard errors provided in parentheses below the coefficients.
†p < .10. *p < .05. **p < .001.
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the study samples in a way that we could quan-
tify. Nevertheless, with the information available, 
we explored whether effect sizes might be pre-
dicted by the gender and by the racial composi-
tion of the sample (percentage boys versus girls; 
percentage Black, Hispanic, White). Findings 
indicated that effect sizes were not significantly 
predicted by these characteristics, in bivariate or 
multivariate models. Taken together, these find-
ings suggest that our results are robust to a vari-
ety of alternative specifications and are not sensi-
tive to the particular models we estimated.

Another concern is that results were being 
driven primarily by the National Head Start 
Impact Study, which includes 40 effect sizes and 
is heavily weighted because of its large sample 
size. When we excluded this study from our 
analysis, however, we obtained largely similar 
results. The magnitude of most coefficients 
stayed the same, although, because of a loss of 
statistical power, some of them became statisti-
cally insignificant (results available from the 
authors upon request). These findings suggest 
that the relationships between effect sizes and 
research design factors are not unique to the 
National Head Start Impact Study. Finally, we 
also found similar results for unweighted analy-
ses, suggesting that studies with larger samples 
are not driving our findings.

Discussion

This study provides an important contribution 
to the field of ECE research by using a new meta-
analytic database to estimate the overall average 
effect of Head Start on children’s cognitive skills 
and achievement and exploring the role of meth-
odological factors in explaining effect size varia-
tion. Understanding the role of research study 
design and methods is important so that scholars 
and policymakers better understand the empiri-
cal evidence about Head Start’s effectiveness. 
Overall, we found a statistically significant 
average effect size of 0.27, suggesting that the 
accumulated evaluation studies find that Head 
Start is effective in improving children’s short-
term (less than 1 year posttreatment) cognitive 
and achievement outcomes. Several research 
design factors significantly predicted the hetero-
geneity of effect sizes. These factors accounted 

for approximately 41% of the variation between 
evaluation findings and 11% of the variation 
within evaluations, suggesting that evaluation 
research design can be quite consequential.

The resulting average 0.27 effect size sug-
gests that Head Start program effects on chil-
dren’s cognitive and achievement outcomes are 
on par with the effects of other large-scale ECE 
programs. This is a somewhat smaller effect on 
achievement and cognitive outcomes than found 
in the previous meta-analysis of Head Start 
conducted by McKey et al. (1985) but larger 
than those reported in the first-year findings 
from the recent National Head Start Impact 
Study (U.S. DHHS, Administration for 
Children and Families, 2005). The 0.27 esti-
mate is also within the range of the overall 
average effect sizes on cognitive outcomes 
found in Camilli et al. (2010), measured 
across a wider set of ECE programs, and in 
Wong et al. (2008), measured in state prekinder-
garten programs, but smaller than the short-term 
cognitive effect sizes found in meta-analyses 
of more intensive programs with longitudinal 
follow-ups conducted (Gorey, 2001; Nelson 
et al., 2003).

Our substantively largest finding is that hav-
ing an active control group—one in which chil-
dren experienced other forms of center-based 
education and care—is associated with much 
smaller effect sizes than those produced by stud-
ies in which the control group is “passive” (i.e., 
receives no alternative ECE). Given that other 
types of ECE and center-based child care pro-
grams also increase children’s cognitive skills 
and achievement, this is to be expected (Gormley, 
Phillips, & Gayer, 2008; Henry, Gordon, & 
Rickman, 2006). Today, almost 70% of 4-year-
olds and 40% of 3-year-olds attend some form 
of ECE (Cook, 2006); thus, an active control 
group is likely to be the norm. As a result, Head 
Start evaluations in communities where many of 
the control group children have access to other 
ECE programs are likely to produce substan-
tially smaller effect sizes than those in commu-
nities where there are few other ECE programs 
available. Such a pattern of small or even null 
effect sizes does not indicate that Head Start is 
ineffective at improving low-income children’s 
achievement and cognitive outcomes but fol-
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lows from the fact that an array of other public 
and private ECE programs are both accessible 
and effective in improving low-income chil-
dren’s cognitive and achievement outcomes 
(Zhai, Waldfogel, & Brooks-Gunn, 2010).

Our analysis is limited to Head Start evalua-
tions, and it is unclear if our findings about the 
importance of active control groups will gener-
alize to the evaluation of other ECE programs. 
If these findings were replicated with other 
types of programs, this result would also sug-
gest that findings from the National Head Start 
Impact Study, which had relatively high rates of 
center-care attendance in the control group, and 
recent regression discontinuity design evalua-
tions of state prekindergarten programs that 
have lower levels of such attendance in the 
control group are not directly comparable 
(Cook, 2006). Thus, claims by some that Head 
Start is less effective than state prekindergarten 
programs seem premature, as the higher rate of 
center-based care and other ECE program atten-
dance among the control group would predict 
smaller effect sizes for the Head Start study 
(also see Gibbs, Ludwig, & Miller, 2012).

A somewhat surprising finding from the cur-
rent study is that the type of overall design (e.g., 
randomized vs. quasi-experimental) did not 
predict effect size. Based on prior work, we 
expected that more rigorous designs would yield 
larger effect sizes; however, our inclusion crite-
ria regarding study design were typically more 
rigorous than those of previous meta-analyses of 
ECE programs. By limiting our study sample in 
this way, we give up some of the variation in 
design that might otherwise have predicted 
effect sizes. Nevertheless, these findings are in 
alignment with those of recent within-study 
research suggesting that in certain circumstances 
rigorous quasi-experimental methods can pro-
duce causal estimates similar to those produced 
by randomized controlled trials (Cook et al., 
2008) and further support the use of such meth-
ods to evaluate programs when randomized con-
trolled trials are not feasible, as is often the case 
in education research (Schneider et al., 2007). 

We also predicted that attrition would be 
negatively associated with effect size; however, 
attrition was not a significant factor. The fact 
that the range of each measure was truncated in 

this study (attrition to less than 50% and post-
treatment outcome measure timing to 12 or 
fewer months) may explain this lack of find-
ings. In addition, we were able to investigate 
only overall study attrition, and it may be that 
what is most important in predicting program 
impacts is differential attrition across the control 
and treatment groups.

For these achievement and cognitive out-
comes, more variability was found within pro-
gram evaluations than across them, suggesting 
that features of the measures themselves are 
likely to be an important source of heterogene-
ity in program evaluation results. We found that 
the type of dependent measure is systematically 
related to effect size. Consistent with previous 
research, we found that achievement-based 
skills such as early reading, early math, and let-
ter recognition skills appear to be more sensitive 
to Head Start attendance than cognitive skills 
such as IQ, vocabulary, and attention, which are 
less sensitive to classroom instruction (Christian 
et al., 2000; Wong et al., 2008). This finding has 
important implications for designers and evalu-
ators of early intervention programs, namely, 
that expectations for effects on omnibus mea-
sures such as vocabulary or IQ should be low-
ered. At minimum, these sets of skills should be 
tested and considered separately.

Our finding that less reliable dependent mea-
sures yield larger effect sizes also argues for 
considering the quality of the measures when 
interpreting program evaluations results. 
Nonstandardized measures developed by research-
ers may tap into behaviors that are among those 
most directly targeted by the intervention ser-
vices; therefore, it is not surprising that such 
measures tend to yield larger effect sizes. 
Ratings by parents, teachers, and researchers 
may also be subject to bias, however, because 
these individuals are likely to be aware of chil-
dren’s participation in Head Start as well as the 
study purpose. In assessing program effective-
ness, it is important to compare measures that 
are similar not only in content but also in 
method of assessment.

Although they were not the focus of our 
analyses, our control measures yielded some 
interesting results. We found that effect sizes 
from studies published in peer-refereed journals 
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are larger than those found in unpublished 
reports and book chapters. Although research 
published in peer-refereed journals may be more 
rigorous than that found in unpublished sources, 
this result may also be a sign of the “file 
drawer” problem (i.e., that negative or null find-
ings are less likely to be published) long 
lamented by meta-analysts (Lipsey & Wilson, 
2001). This finding suggests that meta-analysts 
must be exhaustive in their searches for both 
published and unpublished studies and should 
code information regarding study quality 
(Rothstein & Hopewell, 2009).

In addition to the limitations already noted, 
we offer a few other caveats about this study. 
First, the nested nature of our data also posed 
analytic challenges that we could not over-
come. Although our multilevel models account 
for the nesting of effect sizes within programs, 
there were additional sources of nonindepen-
dence in the data set that we were unable to 
model.

Second, the variation in methods and research 
design we exploited is naturally occurring; thus, 
our results are descriptive rather than causal. We 
modeled characteristics of the assessment mea-
sures at the effect size level, so these estimates 
are identified by variation in measures within 
evaluations. But our estimates of the predictive 
power of research design are identified by 
variation across evaluations and may be 
biased by unobserved correlates such as the 
quality of the program or the characteristics 
of local communities. Studies in other fields 
have minimized such bias by capitalizing on 
within-study variation to understand the role of 
research design, but, to date, such efforts have 
focused only on understanding under what 
conditions quasi-experimental designs repli-
cate experimental designs (Cook et al., 2008; 
Shadish et al., 2008; Shadish et al., 2011). Our 
meta-analysis is a useful and robust method to 

summarize studies from Head Start and to 
improve our understanding of how research 
design predicts effect sizes. Nevertheless, this 
study should serve only as an important first step 
in this line of inquiry. Future studies should 
undertake within-study design comparisons 
such as those reviewed in Cook and col-
leagues (2008), as these have the advantage of 
controlling for unobserved differences across 
evaluations.

By analyzing the findings of 28 Head Start 
evaluations, this study makes an important 
contribution to the field of ECE research. 
Although a substantial body of literature indi-
cates that Head Start has meaningful effects on 
children’s cognitive and achievement out-
comes, there are a variety of factors that might 
explain the magnitude of Head Start effects 
that are about the evaluation research designs, 
not just the program itself. Thus, comparing 
results from evaluation studies requires atten-
tion to both how the studies are conducted  
and which instruments are used to assess out-
comes. By becoming more critical consumers 
and designers of such research, we can better 
understand how well Head Start programs are 
serving children and families. Important 
research design features that should be consid-
ered include whether the comparison group 
attended other ECE programs and characteris-
tics of the outcome assessment; specifically, 
the content, method of assessment, and reli-
ability of the instruments. Facing scarce 
resources and difficult funding decisions, poli-
cymakers would benefit greatly from the abil-
ity to compare the costs of different programs 
relative to their expected benefits across a 
broad set of school readiness indicators; thus, 
future work should consider whether and how 
estimates from diverse evaluations with differ-
ing methods and measures can be most effec-
tively compared.
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Head Start Studies, Programs, and Contrasts Included in the Analysis

Start date Study description Programs and contrasts included

1965 Lincoln, Nebraska Summer Head 
Start

1.  Matched pairs: Head Start vs. No Head Start, no 
preschool (stay at home)

2.  Unmatched pairs: Head Start vs. no Head Start, no 
preschool (stay at home)

1965 Duluth Summer Head Start 1.  Head Start vs. no Head Start, no preschool (stay at 
home)

1965 Westinghouse-Ohio National Head 
Start Evaluation, 1965–1968 

1.  Head Start vs. no Head Start, no preschool 

1965 Camden, New Jersey Summer Head 
Start 

1.  Summer Head Start vs. no Summer Head Start

1965 New Jersey Summer Head Start 1.  One or two years of Summer Head Start vs. no Summer 
Head Start

1965 Cambridge, Massachusetts Summer 
Head Start

1.  Summer Head Start vs. no Summer Head Start and 
Operation Checkup (medical exam)

1965 Cleveland Summer Head Start 1.  Summer Head Start vs. no Head Start
1965 Kearney, Nebraska Summer Head 

Start
1.  Summer Head Start vs. no Summer Head Start 

1965 San Jose, California Summer Head 
Start 

1.  Summer Head Start vs. no Summer Head Start

1966a New Haven Head Start Evaluation, 
Smaller Follow-up

1.  Head Start vs. no Head Start 

1966a New Haven Head Start Evaluation, 
Larger Follow-up

1.  Head Start vs. no Head Start

1966 Washington, DC Summer Head Start 1.  Summer Head Start vs. no Head Start
1966a Dade County, Florida Head Start 

Program Study (effects on self-
concept, social skills, and language 
skills) 

1.  Head Start vs. no Head Start, no preschool

1966 Bicultural Preschool Program 
(Mexican American children)

1. Head Start vs. no Head Start, no preschool

1967a New York City Head Start 1.  Head Start vs. children about to enter Head Start
1967 Head Start, UCLA Evaluation 1.  Head Start vs. no Head Start
1968 Rural Minnesota Head Start 1.  Head Start vs. no Head Start, but eligible for Head Start

2.  Head Start vs. no Head Start, no preschool, and not 
eligible for Head Start

1968 Louisville Head Start Curriculum 
Comparison

1.  Bereiter–Engelmann Head Start vs. no Head Start, no 
preschool 

2.  DARCEE Head Start vs. no Head Start, no preschool 
3.  Montessori Head Start vs. no Head Start, no preschool 
4.  Traditional Head Start vs. no Head Start, no preschool 

1968 Evaluation of Standard Head Start and 
Direct Instruction Head Start 

1.  Head Start with Bereiter–Engelmann curriculum (direct 
instruction) vs. no Head Start, no preschool 

2.  Standard Head Start vs. no Head Start, no preschool 
1969 Educational Testing Services 

Longitudinal Head Start Evaluation 
(Portland, Oregon and Trenton, New 
Jersey)

1.  Head Start vs. no Head Start, no preschool

1971 Planned Variation Head Start Study 1.  Head Start with an added formal approach or 
curriculum vs. no Head Start, no preschool 

2.  Standard Head Start vs. no Head Start, no preschool

(continued)
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Note

1. Categories were constructed based on quartile 
scores and defined as follows: high reliability  
(reference category), greater than or equal to .92  

(representing Quartile 4); medium reliability, .91 to 
.75 (representing Quartiles 2 and 3); low reliability, 
less than .75, (representing Quartile 1). Our prefer-
ence was to code any reliability coefficient provided 
for the specific study population; however, this infor-
mation was rarely reported. If no coefficient was 
provided in the report, we attempted to find a reli-
ability estimate from test manuals or another study. 
Any available type of reliability coefficient was 
recorded, although most were measures of internal 
consistency (Cronbach’s alpha). Because of this vari-
ability in source information and coefficient type, and 
the fact that we were still left with missing reliability 
coefficients for 38% of our effect sizes, we offer these 
results with caution.
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