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Measuring performance is 
challenging and holding 
people accountable for 
their performance is 

even more so. With almost two decades 
of the “new accountability” with high-
stakes testing behind us, it is clear that 
measuring performance is an even 
greater challenge in education than in 
many other lines of business.

The federal No Child Left Behind 
(NCLB) is a strong example of well-
meaning intentions gone awry. The 
NCLB designers understood that 
the country needed to make major 
improvements in its education system 
and they understood that measuring 
performance based on student out-
comes could serve as a useful tool for 
school improvement. But they failed 
to adequately address some important 
complexities. For this reason, problems 
with NCLB are numerous: narrowing 
the curriculum, teaching to the test, 
focusing on “bubble kids” (those who 
fall right below the proficiency line) 
and so on.

Another critical problem is less 
widely recognized. Current federal 
policies do not account for the fact 
that student outcomes are produced 
by more than just schools. As a result, 
they fail to follow what I will call the 
“Cardinal Rule of Accountability”: 
hold people accountable for what 

Executive Summary 

Current federal policies do not 
account for the fact that student 
outcomes are produced by more 
than just schools. As a result, they 
fail to follow what Douglas Harris 
calls the “Cardinal Rule of Account-
ability”: hold people accountable for 
what they can control. California’s 
policies are no better in this regard. 

Indeed, measuring performance 
is challenging and holding 
people accountable for their 
performance is even more so. 
With almost two decades of the 
“new accountability” with high-
stakes testing behind us, it is clear 
that measuring performance 
is an even greater challenge in 
education than in many other 
lines of business. We know that 
student outcomes are a product 
of more than just schools, yet 
current federal policies do not 
account for this fact. In this policy 
brief, Douglas Harris explores 
the problems with attainment 
measures when it comes to evalu-
ating performance at the school 
level, and explores the best uses 
of value-added measures. These 
value-added measures, Harris 
writes, are useful for sorting out-
of-school influences from school 
influences or from teacher per-
formance, giving us overall better 
performance measures. 

continued on page 2



Value-added measures provide 
summative assessments of teacher 
performance. They indicate 
whether teachers are doing well or 
not, on one important measure of 
student performance. But value-
added is often criticized for not 
providing information about how 
to improve. Value-added measures 
can be made more “formative” in 
this sense by providing multiple 
value-added measures for teach-
ers on the subject or specific 
domains covered by tests.

No single measure can fulfill both 
the formative and summative 
functions very well, however. 
For this reason, any use of value-
added, especially for individual 
teachers, should be coupled with 
observational information from 
school principals or peer assessors. 
These additional performance 
measures can provide more forma-
tive information to help teachers 
take concrete steps forward, and 
may also help reduce systematic 
and random errors by providing 
additional information for the 
overall performance assessment. 
Multiple measures provide more 
information, and more information 
is generally better. The issue is not 
whether to use value-added, but 
how to do so. 

Executive Summary continued

teach, and they have funded university-
based programs to ensure a supply of 
teachers meeting certification require-
ments. Certified teachers are hired, 
and then work in the classroom for a 
2-5 year probationary period. At that 
point, the vast majority of teachers are 
granted tenure, providing them consid-
erable job security. Most teachers are 
paid based on a single salary schedule, 
based on their university degrees and 
years of experience. Many of these poli-
cies developed in the mid-1900s with 
the support of, and in negotiation with, 
local teacher unions. 

In theory, the resource and compli-
ance approach could be effective: 1) if 
the certification process ensures that 
teachers are well trained and if they 
put to good use the autonomy pro-
vided by tenure and salary schedules 
and; 2) if teacher evaluation systems 
eliminate the ineffective teachers who 
slip through the cracks of the certifica-
tion system. However, none of these 
assumptions has proven to hold in 
practice. Certified teachers are, at best, 
slightly more effective than uncerti-
fied teachers.1 One well respected 
scholar of teacher education criticizes 
the quality of the teacher evaluation 
system in which the vast majority of 
teachers are given the highest possible 
rating and where the “technical core” 
of teaching is largely ignored relative 
to general teacher activities.2 Under 
these conditions, it is unsurprising that 
one recent survey found that “78% [of 
teachers] say their school has at least 
a few teachers who are simply going 
through the motions, and just 14% 
say it is easy to remove incompetent 

they can control. California’s policies 
are no better in this regard. 

Violating this principle of account-
ability, has important negative conse-
quences, as I show in the next section. 
Fortunately, growth and “value-added” 
measures can help sort the out-of-
school influences from school influ-
ences or teacher performance. After 
explaining the basics of value-added 
measures in the third section, I discuss 
the strengths and weaknesses of value-
added measures, including evidence of 
how systematic and random errors can 
produce misleading results. I conclude 
by discussing the best uses of value-
added measures for accountability 
based on existing evidence. 

The Promises and Perils 
of Typical Test-Based 
Accountability 
Historically, the focus of attention in 
the U.S. education system has been on 
resources and rule compliance rather 
than student test scores. Policymakers 
debated how much money to spend 
and how to distribute those funds. 
Districts debated teacher salaries, 
class size reduction, administration, 
textbooks, buses, and more. Together, 
state legislatures and school districts 
also created rules for how those 
resources were to be used by creating 
rules about, for example, financial 
accounting, the size and shape of new 
schools, student disciplinary prac-
tices, and the curriculum. 

The resource and compliance focus 
also extended to teachers. States have 
long required teachers to be licensed to 
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teachers.”3 Indeed, it is important that 
teachers care about their students and 
have the appropriate formal training, as 
the vast majority do, but these factors 
alone are not enough to ensure success 
for students. 

A central fact driving the current 
reform effort is the wide variation in 
individual teachers’ effectiveness in 
producing academic growth.4 Teachers 
and administrators have known this for 
a long time, as they see differences in 
performance first-hand. But the flaws 
in today’s credentialing system are 
making it increasingly difficult for any-
one, including educators themselves, 
to support it. As Randi Weingarten, 
President of the American Federation 
of Teachers, noted in a recent speech, 
“Our system of evaluating teachers 
has never been adequate. For too long 
and too often, teacher evaluation—in 
both design and implementation—has 
failed to achieve what must be our goal: 
continuously improving and inform-
ing teaching so as to better educate all 
students.”5 

The New Accountability and 
Unintended Consequences

The weaknesses of the resource and 
credentialing approaches helped cre-
ate a broad consensus during the 
1990s that the school system needed 
to focus more on outputs, specifically, 
on student academic outcomes. As 
part of this new accountability, states 
increased the frequency of student test-
ing and required each school to have a 
report card summarizing, for example, 
the percentage of students who were 

proficient in reading and math, or on 
another measure of student attainment. 
But proficiency is just a snapshot of 
student outcomes at a single point in 
time that lacks a proper context.

The problem with a snapshot approach 
has to do with a basic fact of human 
development: knowledge and skill 
accumulate over the full course of a 
person’s lifetime. What adults know 
and can do depends on what they 
experienced as students, which in turn 
depends on their experiences prior to 
school, all the way back to their gesta-
tion and birth.6 Kindergarteners arrive 
at the classroom door with vastly 
different early childhood experiences 
and levels of readiness for school. 
For example, at the very beginning 
of kindergarten, high-income chil-
dren have average test scores that are 
60 percent higher than low-income 
children.7 Schools cannot have caused 
these “starting-gate inequalities,” 
because most students haven’t set foot 
in a classroom before kindergarten. 
Yet the inequalities are so large and 
persistent that even effective schools 
cannot completely overcome them. 
Non-school factors continue to influ-
ence children as they progress through 
school. These factors are outside 
the control of schools and failing 
to account for them, as attainment 
measures do, amounts to violating the 
Cardinal Rule of Accountability. 

Does it really matter how we use 
student test scores to measure school 
performance? Unfortunately, yes. 
When school performance is mea-
sured poorly it creates a variety of 

perverse incentives, incentives to do 
things that are clearly inconsistent 
with a school’s mission. Attainment 
measures are partly responsible, 
for example, for pressuring schools 
to exclude students from testing 
through “selective disciplining.”8 
They can also help to push good 
teachers out of schools serving low-
performing students, as these teach-
ers become frustrated by a system 
that punishes them no matter how 
well they perform.9

Undue reliance on attainment mea-
sures can also lead low-attainment 
schools to spin in a never-ending cycle 
of reform, which may include frequent 
changes in curriculum, instruction, 
and leadership. A continual cycle of 
reform might make sense if those 
schools were in fact failing, but 
schools that are typically labelled 
“low-performing” are often not fail-
ing by any reasonable definition. As I 
will show below, many low-attainment 
schools are actually high-performing. 
The reverse is also true, though prob-
lems of poor performance are gener-
ally well hidden in high-attainment 
schools. 

The new accountability was in some 
ways a step in the right direction, but 
the cascade of sanctions unleashed on 
schools by No Child Left Behind intro-
duced more problems than it should 
have. Accountability should hold 
people and organizations accountable 
for what they can control, yet account-
ability polices have been violating this 
principle for decades. Fortunately, 
there is a better way.
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Value-Added: The Basics 

If the Cardinal Rule of Accountability 
is that people should be held account-
able for what they can control, and if 
the goal of accountability policies is to 
improve student outcomes, then we 
need to fi nd a measure of performance 
that captures what each school and 
each teacher contributes to student 
outcomes.10 But how can we do that? 
As I show below, value-added mea-
sures off er two crucial advantages over 
attainment measures, by focusing on 
student growth and comparing similar 
schools. 

Th e simplest value-added measure is 
growth. Subtract the initial level of 
student achievement from the end-
of-year test score, and the answer is a 
measure of growth. In Figure 1, by way 
of illustration, each arrow represents 
the achievement growth of students 
over time in two hypothetical schools, 
Rockefeller and Smith. Th e diff erence 
in initial achievement levels (i.e., the 
starting-gate inequality) is indicated 
by the bracket in the lower-left -hand 

corner. Th e students at the Rockefeller 
School clearly start off  in a stronger 
position than those in the Smith 
School. Because these diff erences are 
based on where students started when 
they walked in the door, however, they 
are outside the control of the schools. 
Using growth measures rather than 
attainment measures allows us to com-
pare schools aft er having subtracted the 
starting gate inequality. 

Notice that attainment is quite diff erent 
for the two schools, but that growth 
is the same. Th is example highlights 
the fact that attainment and growth 
measures can yield diff erent conclu-
sions about performance. If we were 
to judge these schools based on stu-
dent attainment, as we have done for 
decades, Rockefeller would be the clear 
winner. Based on a measure of value-
added, however, the performance of 
the two schools is the same. Given that 
starting-gate inequalities are outside 
a school’s control, growth provides a 
better measure of performance than 
attainment.

Th e situation described in Figure 1 is 
more than hypothetical. Studies show 
that there are many real schools that 
have low attainment but high growth.11 
In my own data analyses, for example, 
one school ranks at the 99th percentile 
on attainment, but at the 14th percentile 
in growth. Th is is an extreme case, but 
large diff erences between attainment 
and growth are not unusual. 

Given how important the students 
themselves are to their own outcomes, 
and the fact that different schools 
have very diff erent types of students, 
accounting for where students start is 
crucial. It is also consistent with the 
widely shared principle that schools 
should take students where they start 
and help them learn and grow as much 
as possible.

From Growth to Value-Added

While growth measures represent a 
substantial improvement over attain-
ment, they still have weaknesses. 
First, schools diff er in the resources 
they have to work with. The focus 
on resources in decades past was not 
completely unwarranted, because 
signifi cant inequities in funding and 
other resources persist, largely outside 
the control of schools.

One possible way to account for these 
weaknesses is simply to compare stu-
dent growth among similar schools. We 
could imagine one group of schools that 
has few disadvantaged students and 
low school resources, another group 
with half disadvantaged students and 
low school resources, and so on. Th is 
simple categorization would divide 

FIGURE 1. School Performance Measurement under Attainment Models 
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schools into nine different “buckets” 
and we could make comparisons 
within each bucket. Unfortunately, if 
we want to make these comparisons 
in a more fine-grained way, we would 
need to compare thousands of schools. 
California is very large, but even Cali-
fornia might not be large enough to 
make comparisons in every bucket. 
We therefore need a different way to 
approach the issue. 

Another way to think about the useful-
ness of growth measures is that they 
allow us to make better predictions of 
future student achievement. What is 
the best way to predict how students 
will do next year? We can do this by 
looking at students’ growth during the 
previous year. 

Figure 2 illustrates this point for the 
Smith School (once again, shown by 
the solid line). Predicted achievement 
is shown by the dashed line. The differ-
ence between the actual and predicted 
scores shows the value-added of the 
school. 

What factors should be taken into 
account in the prediction other than 
prior achievement? Class size, funding, 
and staff positions are some examples. 
If Smith Elementary has fewer of 
these important resources, then the 
prediction line in Figure 2 would be 
lowered and this would increase the 
value-added measure. Unfortunately, 
many critical school resources, like 
leadership, are difficult or impossible 
to measure, and if we cannot measure 
them, we cannot account for them in 
our predictions. 

One of the most controversial issues 
in value-added is whether to account 
for student demographics. Strictly 
speaking, our definition of perfor-
mance requires accounting for student 
background because growth alone 
does not account for all important 
differences among students. With 
limited engagement in learning activi-
ties during the summer, for example, 
some students experience a significant 
summer learning loss, forgetting what 
they learned during the school year. 
As with starting-gate inequalities, 
disadvantaged students experience 
much more summer-learning-loss 
than other students.12 And the fac-
tors that generated these inequali-
ties, such as family and community 
resources, may still influence students 
as they progress through school. This 
strengthens the case for taking student 
demographics into account in our 
predictions.

On the other hand, using student 
demographics as part of the predic-
tion could be criticized because of 

the risk that it could involve setting 
lower attainment standards for dis-
advantaged groups. If the concern is 
that schools with more disadvantaged 
students will be able to reach the same 
performance rating with lower student 
growth, then the critics have a point. 
But if the concern is that schools may 
have an incentive to devote less effort 
to disadvantaged students, then the 
concern is unjustified. Value-added 
measures can be designed to give as 
much or as little weight to a given 
group as is deemed necessary.

The goal is to create a measure of per-
formance that fits the Cardinal Rule of 
Accountability. Value-added does this 
in two ways: 1) taking into account 
where students start when they first 
walk into school and 2) comparing 
schools that are similar in terms of 
measureable school resources—or, 
more specifically, using a prediction 
approach that gives a reasonable head-
start to schools that operate with fewer 
resources, making more reasonable 
comparisons possible. 

FigurE 2. Value-Added Measures of School Performance: Smith Elementary
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measures and show how these come 
into play with value-added. 

Random Error versus  
Systematic Errors 

There are two general types of errors 
that are always present in varying 
degrees in all measures, not just value-
added and not just performance mea-
sures. Systematic error is easy to explain 
because it requires only restating the 
problem with attainment measures. 
Attainment-based school perfor-
mance measures like proficiency are 
systematically biased against schools 
serving low-attainment students. That 
is, by failing to account for factors 
affecting achievement that are outside 
the school’s control, we systematically 
under-estimate the performance of 
low-attainment schools. Random errors 
in contrast are equally likely for any 
teacher or school. Some errors in value-
added measures are also random. 

One of the disadvantages of any type 
of growth measure is that random 
errors are larger than with attain-
ment measures. To see why, consider 
the following example: suppose that 
a student scores 1100 on a test in the 
first year (an attainment measure). For 
various reasons, we are never 100% 
sure that this reported score accurately 
represents the student’s true level of 
knowledge and skill. Therefore stat-
isticians always encourage reporting 
“confidence intervals” which indicate 
a range of possible values. We can be 
reasonably certain that the true level 
of achievement for this student on the 
tested content is within the confidence 
interval of, say, plus or minus 100 

attainment students. This is the central 
problem with attainment measures. 

The California Academic Performance 
Index (API) suffers from a similar 
problem.  The API is a complex attain-
ment measure, and schools are held 
accountable for growth in their API 
over time.  This is quite different from 
value-added, however.  Performance in 
value-added is based on how much the 
same cohort  of students learns while 
going through school, compared with 
their predicted learning gains.   In 
contrast, performance in API is based 
on how the performance of  different 
cohorts of students at the same grade 
level changes from year to year.   As 
was previously shown, there are many 
schools with high value-added and low 
attainment, including schools where 
API growth is low.   The opposite is 
also true:  schools where value-added 
is low may score high on attainment 
measures, including API. 

We should hold people accountable for 
what they can control and value-added 
measures are better for this purpose 
than attainment. Moreover, there are a 
lot of imitators such as AYP, growth-to-
proficiency, and API that look as if they 
measure growth but are really just more 
complicated attainment measures. We 
can do better. 

Strengths and Weaknesses  
of Value-Added

While value-added has important 
advantages over attainment and 
related measures, it is far from perfect. 
Below, I discuss two general types of 
errors we can make with performance 

Attainment, Value-Added,  
and Growth-to-Proficiency

Value-added measures yield very 
different performance results when 
compared with student attainment. Dr. 
Michael Weiss has estimated attain-
ment and value-added measures and 
finds that the correlation between 
value-added and attainment (specifi-
cally, percent proficient) is only 0.47.13 

Weiss also compares value-added and 
attainment measures to the “growth-to-
proficiency” models adopted on a pilot 
basis by the U.S. Department of Educa-
tion. In reality, growth-to-proficiency 
is essentially the same as proficiency 
itself (or any other version of an attain-
ment model). Both models fail to take 
into account starting gate inequalities 
and therefore expect more value-added 
from some schools than from others. 
Weiss confirms this reasoning. He 
finds that there is a nearly perfect cor-
relation between the likelihood that a 
school will be judged as failing under 
simple-proficiency models and under 
growth-to-proficiency models. 

The Weiss result shows that the fact 
that federal accountability focuses on 
“adequate yearly progress” (AYP, italics 
added) does little to improve matters. 
One problem is that AYP pertains 
to progress made within each grade 
across years. This is quite different 
from tracking individual students over 
time. AYP is based on the idea that 
all students should obtain the same 
level of achievement, but the focus 
on proficiency requires schools with 
low-attainment students to generate 
more growth than schools with high-
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points. That is, the confidence interval 
around 1100 is 1000-1200.

Now, suppose that the student scores 
1400 on the test the following year, so 
that her observed growth is 300 points 
(from 1100 to 1400). This situation 
is illustrated in Figure 3. It would be 
tempting to think that the confidence 
interval for this growth measure is still 
plus or minus 100 points, but the range 
is actually much wider. The student 
might have scored as low as 1000 on 
the first test and as high as 1500 on the 
second test for a gain of 500 points. Or, 
the student might have scored as high 
as 1200 the first time and 1300 the sec-
ond time, for growth of just 100 points. 
In short, random error gets much 
worse when we focus on growth. As I 
will discuss, since value-added is based 
on growth, random error is a major 
problem with value-added measures.

Random errors might seem innocu-
ous because they are equally likely to 
arise with all teachers. But random 
errors are problematic because they 
call into question the conclusions we 

wish to draw from performance. Thus 
both systematic and random errors 
need to be taken into account when 
making decisions about performance 
measures.

Evidence on Systematic and 
Random Errors in Value-Added

The major strength of value-added 
measures, relative to attainment, is that 
they reduce systematic errors by taking 
into account factors that influence each 
student’s achievement. But value-added 
measures are imperfect and still involve 
some systematic error. For example, 
summer learning loss is worse for 
disadvantaged students, creating sys-
tematic errors that favor schools with 
more advantaged students. Accounting 
for student demographics might help 
alleviate this problem, but would not 
solve it. Likewise, failure to account 
for school resources also introduces 
systematic error, in this case favoring 
schools with more resources. 

Nevertheless, there are a few promis-
ing signs that value-added provides 
useful evidence about performance, 

at least for teachers. Several studies 
find a positive link between teacher 
value-added measures and principals’ 
subjective assessments of teacher effec-
tiveness, reporting correlations of 0.2-
0.4.14 These correlations might seem 
low, but note that the high end of the 
range is nearly as high as the correla-
tion between value-added and attain-
ment, two measures that are based on 
identical student achievement data. 
Moreover, it is clear that principals care 
about aspects of teacher performance 
that are unrelated to student achieve-
ment scores, so we would not expect 
the correlation between value-added 
and principal assessments to be perfect 
in any case. 

Since what students bring to the class-
room is important and varies widely, 
there is good reason to ask questions 
about how tracking students into dif-
ferent schools and classrooms might 
influence value-added measures.15 
While this issue briefly gained attention 
because of a study published by Jesse 
Rothstein, UC Berkeley, subsequent 
analysis by Julian Betts and Cory Koe-
del of UC-San Diego suggests that the 
problem may not be as great as it first 
appeared.16 A third study by Tom Kane 
and Douglas Staiger addressed the 
tracking issue by identifying schools 
in Los Angeles that were willing to 
randomly assign students to teachers 
instead of tracking them.17 They found 
that teacher performance in classrooms 
with randomly assigned students was a 
good predictor of teacher value-added, 
at least on average. 

FigurE 3. How Random Error Increases with Growth and Value-Added Measures
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Since the reduction of systematic error 
is a strength of value-added, especially 
when compared with attainment, I 
return to the issue of random error. 
One consequence of large random 
errors is that it is hard to conclude 
that one teacher is truly better than 
another. That is, the confidence 
intervals around a teacher’s true 
performance are wide. One teacher’s 
value-added may appear larger than 
that of another, but we cannot be con-
fident when implementing the usual 
statistical standards. Using data from 
North Carolina, Kane and Staiger con-
clude that about half the variation in 
grade-level achievement gains is due 
to random error rather than to real 
differences in performance.18 

The problem is probably worse for 
individual teachers because each 
teacher has a small number of stu-
dents and therefore has less test-score 
information.19 Other researchers 
have shown that teacher value-added 
scores are imprecise enough that, by 
the usual standards of statistical sig-
nificance, it is only possible to clearly 
distinguish very-low-value-added 
teachers from very-high-value-added 
teachers (Jacob & Lefgren, 2005). This 
is a problem for policies that intend 
to make nuanced distinctions among 
teachers for high-stakes decisions. It 
means, for example, that some average 
schools and teachers will be rewarded 
or punished unjustifiably. 

Random error also means that value-
added measures can be unstable over 
time even for individual teachers. 
Intuitively, we would expect that the 

actual effectiveness of each teacher 
should change little from year to year. 
Teachers might gradually improve 
over time, but it is unlikely that they 
would jump from the bottom to the 
top of the performance distribution. 
If we see value-added measures change 
significantly over short periods of time, 
random error is the most likely culprit. 

Some of the earliest evidence on this 
topic, however, suggested that teacher 
value-added measures are much less 
stable than this intuition would sug-
gest. Cory Koedel and Julian Betts 
found that only 50 percent of teachers 
who ranked in the top fifth of teachers 
on teacher value-added one year were 
still ranked in the top fifth in the sub-
sequent year.20 This suggests that half 
of high-performing teachers actually 
got worse relative to their peers over a 
short period of time, some dramatically 
worse. McCaffrey, Lockwood, Sass, 
and Mihaly (2009) show that stabil-
ity increases by 40-60 percent when 
aggregating data across two years and 
by an additional 18-23 percent when 
adding a third year.21 This is impor-
tant, as it suggests that accountability 
policies calling for the use of teacher 
value-added measures should include 
requirements that many years of data 
be used for each teacher. 

There are also significant and valid 
concerns about the achievement tests 
underlying value-added measures. In 
addition to the test content and scaling 
procedures, there are questions about 
administering tests mid-year (rather 
than at the end of the year) and about 
how to deal with students switching 

schools mid-year. These problems all 
contribute to the systematic and ran-
dom errors mentioned above. Another 
limitation, that tests are not available 
in all subjects and grades, means that 
value-added can only be applied to a 
small percentage of teachers. This is 
not ideal, though teachers in differ-
ent subjects and grades will always be 
evaluated differently, no matter what 
type of evaluation system is used.

Again, no performance measure is per-
fect and value-added is no exception. 
Random and systematic errors in these 
measures reduce their accuracy and 
make it less likely that the conclusions 
we draw are accurate. 

using Value-Added

A basic principle of measurement is 
that the validity of a measure depends 
on what conclusion one is trying to 
draw from it. Thus, value-added mea-
sures are good for some purposes and 
not for others.

School Versus Teacher Value-Added

Just as measuring school performance 
is less controversial and more wide-
spread than measuring teacher perfor-
mance, school value-added is less con-
troversial than teacher value-added. 
Beyond this, the average school has far 
more students than the average teacher, 
which helps to reduce random error. 
With schools, therefore, the question 
is not whether but how to use student 
achievement scores. Value-added is 
preferable to attainment because this 
approach takes into account factors 
outside of school control. 
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The situation is more uncertain with 
teacher value-added. On the one 
hand, teacher value-added measures 
are unstable and probably do not fully 
account for student tracking. On the 
other hand, teachers are arguably 
the most important school resource, 
teacher performance appears to vary 
widely, and there is general agreement 
that current teacher evaluation sys-
tems do not work well. There is there-
fore a strong case for improving the 
evaluation of individual teachers, not 
just whole schools where low perfor-
mance by some teachers can be hidden 
by the performance of their high-
performing colleagues. The question is 
whether teacher value-added is better 
than the existing system of evaluation 
and other feasible policy alternatives 
such as improved principal and peer 
assessments. 

A middle ground option is to evalu-
ate teams of teachers by subject area 
(math or reading) or grade. This is an 
attractive option for many reasons. 
It may be seen as less threatening to 
individual teachers. It could also help 
to facilitate coordination among teach-
ers (although teacher value-added 
measures, estimated correctly on a 
state-wide basis, should not create 
competition among teachers within 
schools). Team value-added, because 
it includes more students and avoids 
tracking concerns, would also reduce 
systematic and random errors.

Low-Stakes versus High-Stakes
Many discussions of value-added start 
with the assumption that the measures 
will be used for teacher merit pay, ten-

ure, and other high-stakes decisions. 
These are possibilities, but they are not 
the only ones. The least controversial 
use of value-added is for program 
evaluation. Indeed, many of the studies 
cited above do not report value-added 
for any individual teacher or school. 
Instead, they look for patterns across 
large numbers of teachers and schools 
to learn about, for example, the effects 
of professional development programs 
or how well teacher certification dis-
tinguishes effective from ineffective 
teachers. 

Other options include calculating 
value-added for individual teachers 
and providing this information pri-
vately to teachers and their principals, 
without attaching high-stakes, to 
inform professional development plans 
and provide teachers with a clearer 
sense of how well they are doing. 

Formative versus Summative

Value-added measures provide sum-
mative assessments of teacher perfor-
mance. They indicate whether teachers 
are doing well or not, on one important 
measure of student performance. But 
value-added is often criticized for not 
providing information about how to 
improve. Value-added measures can 
be made more “formative” in this sense 
by providing multiple value-added 
measures for teachers on the subject 
or specific domains covered by tests 
(though such measures have greater 
random error). 

No single measure can fulfil both the 
formative and summative functions 
very well, however. For this reason, 

any use of value-added, especially for 
individual teachers, should be coupled 
with observational information from 
school principals or peer assessors. 
These additional performance mea-
sures can provide more formative 
information to help teachers take con-
crete steps forward, and may also help 
reduce systematic and random errors 
by providing additional information 
for the overall performance assess-
ment. Multiple measures provide more 
information, and more information is 
generally better. Again, the issue is not 
whether to use value-added, but how 
to do so. 

Moving Forward: 
recommendations

Two things are clear from this discus-
sion. First, value-added measures are 
preferable to attainment measures 
(including the API and current federal 
measures) when it comes to evaluat-
ing performance at the school level. 
Second, the current system of teacher 
evaluation and accountability is suf-
ficiently discredited that it is at least 
worth experimenting with some uses 
of teacher value-added. This should be 
done as part of a comprehensive system 
that includes other measures. 

The analysis and evidence also point 
toward several recommendations as 
to how policymakers should move 
forward:

n	 Build data systems that track indi-
vidual students over time and link 
teachers to students. Regardless 
of whether and how value-added 
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measures are used, school systems 
should be able to track the trajectory 
of every student, even students who 
switch schools and districts. Linking 
students to teachers remains contro-
versial, but doing so is prerequisite 
to a more informative use of student 
achievement scores. 

n	 Use value-added techniques to eval-
uate school programs. We need to 
hold schools and teachers account-
able for their performance, but we 
also want to know whether the pro-
grams that we implement in schools 
are working. Value-added can be a 
powerful tool for program evalua-
tion, helping us to learn whether new 
professional development programs 
or alternative compensation poli-
cies have positive effects on teacher 
performance or student learning.  
For example, many studies focused 
on teacher credentials have applied 
value-added logic to determine 
whether additional pre-service 
training leads to improved student 
outcomes. 

n	 Experiment with, and evaluate, 
different uses of teacher and team-
based value-added measures. Using 
value-added for program evaluation 
has obvious potential advantages, but 
there is very little evidence on how 
value-added measures can best be 
used for purposes of accountability 
and diagnosis. The state government 
and school districts should carry out 
pilot programs and carefully evaluate 
them to learn which approaches are 
most effective. 

n	 Combine value-added with other 
measures. All forms of evaluation 
contain systematic and random 
errors. Value-added is no different 
in this respect, though the errors 
in value-added measures are more 
widely reported. Value-added mea-
sures are also summative. Combin-
ing value-added with measures of the 
quality of teacher practice can help 
address all of these limitations by 
providing more formative feedback, 
reducing systematic error, and reduc-
ing random error. 

n	 Tread carefully. As policymakers 
move forward toward productive 
experimentation with value-added, 
they should avoid becoming over-
confident in the ability of these 
measures to accurately distinguish 
performance with any degree of 
nuance. Value-added measures have 
potential, but we cannot lose sight 
of their limitations or of their larger 
purpose: measuring performance in 
a way that drives genuine improve-
ment in teaching and learning. 
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